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Abstract: A new parameter set (referred to as 45A4) is developed for the explicit-solvent simulation of hexopyranose-
based carbohydrates. This set is compatible with the most recent version of the GROMOS force field for proteins,
nucleic acids, and lipids, and the SPC water model. The parametrization procedure relies on: (1) reassigning the atomic
partial charges based on a fit to the quantum-mechanical electrostatic potential around a trisaccharide; (2) refining the
torsional potential parameters associated with the rotations of the hydroxymethyl, hydroxyl, and anomeric alkoxy groups
by fitting to corresponding quantum-mechanical profiles for hexopyranosides; (3) adapting the torsional potential
parameters determining the ring conformation so as to stabilize the (experimentally predominant) 4C1 chair conforma-
tion. The other (van der Waals and nontorsional covalent) parameters and the rules for third and excluded neighbors are
taken directly from the most recent version of the GROMOS force field (except for one additional exclusion). The new
set is general enough to define parameters for any (unbranched) hexopyranose-based mono-, di-, oligo- or polysaccha-
ride. In the present article, this force field is validated for a limited set of monosaccharides (�- and �-D-glucose, �- and
�-D-galactose) and disaccharides (trehalose, maltose, and cellobiose) in solution, by comparing the results of simula-
tions to available experimental data. More extensive validation will be the scope of a forthcoming article.

© 2005 Wiley Periodicals, Inc. J Comput Chem 26: 1400–1412, 2005
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Introduction

During the past decade, the scientific community has shown a
renewed interest for the study of carbohydrates, triggered in large
part by the recognition of their key role in many biochemical1,2

and technological processes,3 as well as their potential for the
design of new materials.3 In addition to their long-known struc-
tural and energetic role in living organisms,4 carbohydrates are
also involved in numerous biological processes such as coagula-
tion, immune defense, cellular growth and adhesion, fertilization,
inflammation, viral replication, and parasitic infection.1,2,5,6

The most important experimental techniques available to study
carbohydrates are X-ray crystallography and nuclear magnetic
resonance (NMR) spectroscopy.7–9 However, due to the high
intrinsic flexibility of di-, oligo-, and polysaccharides, these meth-
ods only provide limited information in the context of solvated
carbohydrates, as opposed to other classes of biomolecules (e.g.,
proteins, nucleic acids) generally characterized by a well-defined
dominant (native) conformation in solution. On the one hand,

X-ray diffraction techniques (as applied to crystals or fibers) often
provide structures of di-, oligo-, and polysaccharides at atomic
resolution in the crystalline state.10 However, the presence of
crystal-packing forces, generally resulting in the dominance of a
single molecular conformation, limit the relevance of solid-state
structures for the interpretation of data in solution. On the other
hand, NMR experiments provide information about carbohydrates
in solution, but only in terms of averages over all the conforma-
tions at equilibrium on the time scale of the experiment.11 For
these reasons, the two techniques only enable a limited understand-
ing of the structural and dynamical properties of solvated saccha-
rides.12 Many other experimental techniques (e.g., electron mi-
croscopy, light or neutron diffraction, infrared and Raman
spectroscopy, optical rotation, fluorescence energy transfer, or
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rheological measurements) also provide useful, but even more
indirect information about carbohydrates in solution.7,13

To overcome these limitations, modern theoretical methods are
now being extensively used for the investigation of the structure,
flexibility, and dynamics of saccharides. This approach has been so
successful that theoretical methods are today no longer considered
as a mere complement to experimental measurements, but as
essential tools for a complete understanding of the physicochem-
ical properties of carbohydrates.14,15

Yet the modeling of carbohydrate has been somewhat lagging
behind that of other biomolecules, mainly because these com-
pounds constitute a real challenge for the design of molecular
models. This is, in particular, due to: (1) their amazing structural
diversity (wide spectrum of monomeric units and linkage types);
(2) their high content of vicinal hydroxyl group (many possible
rotamer combinations, high polarity); (3) their high flexibility in
solution (multiple conformers at equilibrium); (4) the interplay
between complex effects in determining their conformational pref-
erences in solution (steric, stereoelectronic, solvation, and entropic
effects); (5) the scarcity of high-resolution experimental data for
model refinement.

Our interest lies primarily in performing long time scale sim-
ulations of large oligo- and polysaccharides in the condensed
phase, to investigate their interactions with the solvent, with other
carbohydrates and with other classes of biomolecules. For such
systems, quantum-mechanical methods are computationally far too
demanding, and the only feasible alternative is the use of classical
force fields in combination with molecular dynamics (MD) simu-
lations. However, the proper description of the structural, confor-
mational, and dynamical properties of carbohydrates requires the
use of a high-quality and consistently parametrized force field.
Although several carbohydrate force fields for explicit-solvent
simulations have been developed in the past few years,16 including
CHARMM,17–19 AMBER,20–24 OPLS,25–27 and GROMOS,28–32

to mention only a few, there still appears to be room for improve-
ment.33,34 For example, a systematic test of 20 different force
fields for carbohydrates33 revealed that the agreement among the
descriptions provided by the different parameter sets is confined to
the lowest energy conformers up to the disaccharide level only. It
is suggested that large differences in the sampled conformational
ensembles arise from the fact that force fields have been developed
to account for the properties of a selected (limited) set of small
molecules, aiming to predict molecular properties for which there
is often a lack of accurate experimental data. Thus, the use of a
specific force field only enables the proper representation of a
certain class of carbohydrates.

The development of a high-quality parameter set for carbohy-
drates that is, in addition, compatible with a general force field for
biomolecules (proteins, nucleic acids, and lipids) constitutes the
main goal of the present work. It has been chosen here to enforce
compatibility with the GROMOS96 functional form and force field
parameters,29,35 and the SPC water model.36 The original 43A1
version of the GROMOS96 force field29 has been recently refined
and validated against experimental and quantum-mechanical data
in the context of: (1) pure alkanes37,38 (torsional and third-neigh-
bor van der Waals interaction parameters); (2) alkane-water sys-
tems38 (van der Waals interaction parameters); (3) lipids39

(charges and torsional interaction parameters); (4) nucleic acids40

(explicit aromatic hydrogen atoms, charges, and torsional interac-
tion parameters); (5) interaction between polar groups41 (choice of
hydrogen-bonding vs. nonhydrogen-bonding van der Waals repul-
sion parameters). The force field incorporating the two former
modifications is referred to as the 45A3 force field.37,38 However,
simple tests using the GROMOS carbohydrate force field, either
based on the original 43A1 parameter set31,32,42,43 or on the 45A3
parameter set (unpublished data), have shown a strong underesti-
mation of the anomeric effect and incorrect dihedral-angle distri-
butions in simple di- and oligosaccharides, sometimes including
distorted ring conformations. The required refinement of the GRO-
MOS force field (mainly charges and torsional interaction param-
eters) in the context of hexopyranose-based carbohydrates is the
goal of the present work. The updated version of the GROMOS
force field, including the five changes listed above and the pres-
ently derived set of carbohydrate parameters, will be referred to as
the GROMOS 45A4 force field. This new version of the force field
should, in particular, enable the study by molecular simulation of
carbohydrates in solution as well as of their interactions with other
classes of biomolecules.

Force-Field Parametrization

Parametrization Strategy

Staring from the GROMOS96 functional form29,35 and the 45A3
parameters for bond stretching, bond-angle bending, improper-
dihedral deformation and van der Waals interactions (including the
modifications previously reported for aliphatic carbons37,38), a
new set of charges and torsional interaction potentials is developed
for hexopyranose-based carbohydrates. The parameter derivation
relies exclusively on fitting to quantum-mechanical data, based on
the following strategy:

1. The definition of atom types (including united-atom aliphatic
CH, CH2, and CH3 groups) and the corresponding van der
Waals interaction parameters are taken directly from the GRO-
MOS 45A3 force field.37,38

2. The atomic partial charges are primarily obtained by fitting the
electrostatic potential outside a cellotriose molecule (�(1 3
4)-linked D-glucopyranose trisaccharide) to the potential ob-
tained from quantum-mechanical calculations (with aliphatic
hydrogen charges constrained to zero), followed by a limited
charge redistribution permitting the definition of neutral charge
groups and the use of identical charges for all carbon-hydroxyl
groups (except the lactol group).

3. The nontorsional covalent interaction parameters (bond stretch-
ing, bond-angle bending and improper-dihedral deformation)
are taken directly from the GROMOS 45A3 force field37,38

(these specific parameters are also unaltered with respect to the
43A1 set29).

4. The torsional dihedral potentials associated with the rotations of
the hydroxymethyl group, all hydroxyl groups and the anomeric
alkoxy group are obtained by fitting the corresponding classical
energy profiles to energy profiles obtained from quantum-me-
chanical calculations on �- and �-O-methyl-D-glucopyranoside
as well as �-O-methyl-D-galactopyranoside, followed by lim-
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ited changes to obtain identical torsional interaction parameters
for all hydroxyl groups (except the lactol group). The torsional
dihedral potentials determining the conformation of the hex-
opyranose ring are slightly adapted from the 45A3 force
field,37,38 to enhance the stability of the 4C1 chair conformation.

5. The definition of excluded atoms matches the GROMOS con-
vention29 (first and second covalent neighbors), with a single
exception (the hydroxyl hydrogen atom of an unfunctionalized
lactol group is excluded from its third-neighbor ring oxygen).
The application of modified third-neighbor van der Waals in-
teraction parameters matches the GROMOS convention29 (all
third covalent neighbors rely on a special set of repulsive van
der Waals parameters).

The resulting force field is validated for a small set of mono-
and disaccharides in solution, by comparing the results of explicit-
solvent MD simulations to available experimental data from X-ray
crystallography and NMR spectroscopy. This validation is cur-
rently limited to �- and �-D-glucose, �- and �-D-galactose, and
the disaccharides �,�-trehalose (D-Glcp-�(1 3 1�)�-D-Glcp),
�-maltose (D-Glcp-�(1 3 4)-�-D-Glcp), and �-cellobiose (D-
Glcp-�(1 3 4)-�-D-Glcp).

Atomic Partial Charges

The charge set developed for the new 45A4 carbohydrate force
field is based on the fitting of the classical electrostatic potential
outside a molecule to the corresponding quantum-mechanical po-
tential, using the restrained electrostatic potential fit (RESP) pro-
cedure.44,45 Previous applications of this method to derive charge
sets for carbohydrate force fields have often primarily relied on the
isolated glucopyranose or O-methyl-glucopyranoside molecule as
a model compound.15,17,46 However, in (unbranched) di-, oligo-,
and polysaccharides, all nonterminal residues have two hydroxyl
groups (including the lactol group) functionalized into a glycosidic
bond. Such a modification in the chemical environment of these
groups is expected to significantly alter their electronic properties
(change density), and thus, the corresponding optimal atomic
charges. To address this problem, Hartree–Fock (HF) calculations
were performed on the cellotriose molecule (�(1 3 4)-linked
D-glucopyranose trisaccharide) at the 6-31G* level, starting from
an initial configuration with � (O5–C1–O1–C�4) at 300° and �
(C1–O1–C�4–C�3) at 120° (see Fig. 1c for the atom numbering), and
with all the hydroxyl groups oriented counterclockwise (as seen
from the �-side of the ring; see conformation A in Fig. 1a). A full
geometry optimization of this compound was followed by a RESP
fitting using the NWChem4.1 program,47 to obtain an initial set of
partial charges. For these calculations, the charges of the aliphatic
hydrogen atoms were constrained to zero, the dipole moment of
the molecule was constrained to its quantum-mechanical value,
and values of 0.005 a.u. for the harmonic and 0.001 a.u. for the
hyperbolic restraints were used. The charges of topologically sim-
ilar atoms within the central glucopyranose unit were then aver-
aged. More precisely, only six distinct (averaged) charge values
were retained to characterize the four atom sets {Cn� n � 1, 2, 3,
4, 6}, {On� n � 2, 3, 6}, {Hn� n � 2, 3, 6} and {O4, O1}, and
the two atoms C5 and O5 (see Fig. 1c for the atom numbering).
Some further charge redistribution was required to permit the

definition of neutral charge groups of restricted sizes within the
molecule. These changes were very limited and did not signifi-
cantly alter the quality of the electrostatic potential fit, but led to
GROMOS-compatible and easily transferable parameters. In par-
ticular, the definition of carbon-hydroxyl group building blocks
(CHOOOH and CH2OOOH) with a zero net charge is very
convenient for the extension of the force field to other monosac-
charide units. The charge set for an unfunctionalized C4–O4–H4

group (chain initiation patch), which is topologically similar to the
other Cn–On–Hn (n � 2, 3, 6) groups, was taken directly from
this carbon-hydroxyl group building block.

Charge sets for residues involving an unfunctionalized C1–
O1–H1 (or a methyl-substituted C1–O1–CH3) lactol group (chain
termination patch) were obtained from a similar RESP fitting
procedure carried out for a single �-D-glucopyranose (or �-O-
methyl-D-glucopyranoside) unit, and constraining the charges of
all atoms except O1 and H1 (or the methyl carbon, the charges of
the methyl hydrogens being constrained to zero) to the previously
determined values. Finally, charges for the C1–O1–(1 3 1�)-
Hexp� termination patch, where Hexp is an arbitrary hexopyr-
anose, were obtained by considering the model compound �,
�-trehalose (D-Glcp-�(13 1�)�-D-Glcp). A similar RESP fitting
was carried out for this compound using the charges of the atoms
O5, C1, O1, C�1, and O�5 as free parameters, the charges of all other
atoms being constrained to the previously derived values for the
generic hexopyranose unit (except for a tiny adjustment of the C5

Figure 1. Structures of the two lowest energy conformers of �-O-
methyl-D-glucopyranoside in vacuum (a,b), and atom numbering in
the molecule (c). The two conformers represented, referred to as A (a)
and B (b), were considered for the comparison of quantum-mechanical
and molecular-mechanical torsional energy profiles during the optimi-
zation of the 45A4 torsional interaction parameters (Fig. 2).
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and C�5 charges, to enforce the neutrality of the above group of
atoms).

At this point, it is important to mention that the definition of
excluded atoms in the new 45A4 force field (i.e., atoms pairs for
which the minimum-image nonbonded interaction is omitted)
matches the GROMOS convention29 (first and second covalent
neighbors), with a single exception. In the presence of an unfunc-
tionalized lactol group (reducing C1–O1–H1 terminal group), the
O1 (lactol), and O5 (ring) oxygens are excluded (second) neigh-
bors. This implies in particular that they are not subject to van der
Waals repulsion. For this reason, nothing prevents the positively
charged hydrogen H1 attached to O1 to collapse with the nega-
tively charged ring oxygen O5, a situation that was indeed found to
occur in some of our simulations. To remedy this problem, it was
found necessary to also exclude the hydrogen atom H1 of an
unfunctionalized lactol group from interaction with its (third-
neighbor) ring-oxygen atom O5. A similar situation has been
previously encountered in the GROMOS force field for the nucleic
acid base adenine (and solved similarly by excluding atoms H61
and H62 from atom N740,48).

The final 45A4 charge set for hexopyranose-based carbohy-
drates, to be used for (unbranched) mono-, di-, oligo-, and poly-
saccharides (including chain initiation and termination patches) is
reported in Table 1, together with the corresponding charges in the
45A3 parameter set37,38 (the charges of the 45A3 set are identical
to those of the 43A1 set29). The charges are listed in the particular
context of a (1 3 4)-linked hexopyranose monomer, but the
description is easily adapted to units involved in (1 3 2)-, (1 3
3)-, or (1 3 6)-linkages. The (1 3 1)-linkage is implemented
through the C1–O1–(1 3 1�)-Hexp� termination patch.

Comparison between the GROMOS 45A3 and the new 45A4
charge sets reveals only moderate differences, the new charges
being in general slightly higher compared to the original ones. This
qualitative agreement is particularly interesting because the previ-
ous GROMOS charge sets (43A1, 43A2, and 43A3) have been
derived primarily by fitting to thermodynamical properties of pure
liquids and aqueous solutions, rather that to quantum-mechanical
electrostatic potentials. However, a similar agreement has been
previously noted for the dimethylphosphate and trimethylamine
molecules during the refinement of the GROMOS lipid force
field.39 To further evaluate the realism of the present RESP-
derived charges for the carbon-hydroxyl group building block in
the context of intermolecular interactions in solution, these charges
were used to define a new model for the ethanol molecule (CMe:
0.0e, C: 0.232e, O: �0.642e, and H: 0.410e), referred to here
as the 45A4 ethanol model. The simulated pure liquid and aqueous
solvation properties based on this model are compared to those of
the 45A3 (same as 43A1) ethanol model29 (CMe: 0.0e, C: 0.150e,
O: �0.548e, and H: 0.398e) and to experimental data in Table 2.
Although a charge set developed specifically for carbohydrates
should not necessarily be expected to provide an accurate model
for ethanol, the 45A4 ethanol model turns out to be surprisingly
good. It represents a clear improvement over the 45A3 model in
terms of density and hydration free energy, although the heat of
vaporization is overestimated by 11% (while it is underestimated
by 6% in the 45A3 model).

Table 1. Atomic Partial Charges of the New 45A4 Force Field for
Hexopyranose-Based Carbohydrates, Compared to
Those of the 45A3 Parameter Set.37,38

Atom Type 45A4 charge [e] 45A3 charge [e] CG end

4-OH initiation patch

HO4 H 0.410 0.398
O4 OA �0.642 �0.548
(C4) CH1 0.232 0.150 *

Monomeric unit [3 4)-Hexp-1(]

C4 CH1 0.232 0.160 *
C3 CH1 0.232 0.150
O3 OA �0.642 �0.548
HO3 H 0.410 0.398 *
C2 CH1 0.232 0.150
O2 OA �0.642 �0.548
HO2 H 0.410 0.398 *
C6 CH2 0.232 0.150
O6 OA �0.642 �0.548
HO6 H 0.410 0.398 *
C5 CH1 0.376 0.160
O5 OA �0.480 �0.360
C1 CH1 0.232 0.400
O1 OA �0.360 �0.360

1-OH termination patch

(C5) CH1 0.376 0.200
(C1) CH1 0.232 0.310
O1 OA �0.538 �0.548
HO1 H 0.410 0.398 *

1-OCH3 termination patch

CMe CH3 0.232 — *
1 3 1�-Hexp� termination patch

C5 CH1 0.378 —
O5,
O5� OA �0.450 —
C1,
C1� CH1 0.242 —
O1 OA �0.340 —
C5� CH1 0.378 — *

A star in the last column indicates an atom terminating a (neutral) charge
group (CG; center defined as the center of geometry of the atoms in-
volved29). The charge set is reported in the particular context of a (1 3
4)-linked hexopyranose unit, but the table is easily adapted to (13 2)-, (1
3 3)-, or (13 6)-linkages. A monosaccharide molecule or the first residue
in an unbranched di-, oligo-, or polysaccharide sequence must be initiated
by a 4-OH initiation patch, requiring the indicated modifications. A
monosaccharide molecule or the last residue in an unbranched di-, oligo-,
or polysaccharide sequence must be terminated by a 1-OH, a 1-OCH3 or a
13 1�-Hexp� (i.e., a (13 1�)-linkage as, for example, in the disaccharide
trehalose) termination patch, requiring the indicated modifications. Modi-
fications may involve the insertion of additional atoms with specified
charges (atom name in plain text), or a change in the charge of existing
atoms (atom name in italics; parentheses indicate a charge change solely
required in the 45A3 force field). For the 13 1�-Hexp� termination patch,
only the atoms involved in the linkage are listed. The charges of the atoms
and charge-group definitions in the (1 3 1�)-linked hexopyranose unit
itself are identical to those of the corresponding generic Hexp� residue. The
rules for excluded atoms and third-neighbors follow the GROMOS con-
ventions,29 except for an additional exclusion between the ring oxygen O5

and the lactol hydrogen H1 in residues terminated by a 1-OH patch.
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Covalent Interaction Parameters

The nontorsional covalent interaction parameters used in the new
45A4 force field for hexopyranose-based carbohydrates are taken
directly from the GROMOS 45A3 force field37,38 (these specific
parameters are also unaltered with respect to the 43A1 parameter
set29). The corresponding values are listed in Table 3 for reference.

The functional form of the potential-energy term associated
with the stretching of bond m is given by

Vb,m � �1/4�kb,m�bm
2 � bo,m

2 �2, (1)

where bm is the actual bond-length distance, bo its reference value
and kb,m the corresponding (quartic) force constant. Such a term is
applied to all unique pairs of covalently linked atoms in the
compound that match the pair of atom types specified in Table 3.

The functional form of the potential-energy term associated
with the bending of bond angle m is given by

V�,m � �1/ 2�k�,m�cos �m � cos �o,m�2, (2)

where �m is the actual bond-angle value, �o its reference value and
k�,m the corresponding (cosine-harmonic) force constant. Such a
term is applied to all unique triplets of covalently linked atoms in
the compound that match the sequence of atom types specified in
Table 3.

The functional form of the potential-energy term associated
with the deformation of improper-dihedral angle m is given by

V�,m � �1/ 2�k�,m��m � �m,o�
2, (3)

where �m is the actual improper-dihedral angle value, �o its ref-
erence value and k�,m the corresponding (harmonic) force con-
stant. Such a term is only applied, for each hexopyranose monomer
within the compound, to the subset of improper-dihedral angles
specified in Table 3. The five terms in the list enforce a tetrahedral
geometry around the successive Cn (n � 1, 2, 3, 4, 5) united-
atom aliphatic carbons within the pyranose ring. The specific atom
sequences reported in the table correspond to the stereochemistry
of �-D-glucopyranose (hydroxymethyl group and all hydroxyl
groups equatorial in the 4C1 chair conformation). Inversion of the
configuration around one or more centers (to generate the corre-
sponding terms for the 31 other � or � anomers of the D or L

enantiomers of all hexopyranoses) requires an inversion in the
order of the second and third atoms in the corresponding listed
sequence.

In contrast to other covalent interaction parameters, the tor-
sional parameters were reoptimized specifically for application to
hexopyranose-based carbohydrates. The functional form of the
potential energy term associated with the torsion around dihedral
angle m is given by

V�,m � k�,m�1 	 cos 
mcos�nm�m��, (4)

where �m is the actual dihedral-angle value, nm the multiplicity of
the term, 
m the associated phase shift, and k�,m the corresponding
force constant. Terms of this form are applied, for each hexopyr-
anose monomer, to a subset of dihedral angles specified in a list
(Table 4). Note, however, that a given dihedral angle may be
involved in more than one torsional potential energy term with
different multiplicities.

The hydroxyl and hydroxymethyl torsional parameter set of the
new 45A4 force field is based on fitting the classical energy

Table 3. Bond Stretching, Bond-Angle Bending, and Improper-Dihedral
Deformation Parameters Used in the 45A4 Force Field for
Hexopyranose-Based Carbohydrates.

Bond type kb [106 kJ � mol�1 � nm�4] bo [nm]

C–C 5.43 0.1520
C–O 6.10 0.1435
O–H 15.7 0.1000

Bond-angle type k� [kJ � mol�1] �o [deg]

C–C–C 285 109.5
C–C–O 320 109.5
O–C–O 320 109.5
C–O–C 380 109.5
C–O–H 450 109.5

Improper-dihedral (�-D-Glcp) k� [kJ � mol�1 � deg�2] �o [deg]

C1–O1–O5–C2 0.102 35.26439
C2–O2–C3–C1 0.102 35.26439
C3–O3–C2–C4 0.102 35.26439
C4–C3–O4–C5 0.102 35.26439
C5–O5–C6–C4 0.102 35.26439

The parameters refer to eqs. (1), (2), and (3). Bond-stretching terms are
applied to all covalently linked atom pairs matching the pair of atom types
specified in the table. Bond-angle bending terms are applied to all co-
valently linked atom triplets matching the sequence of atom types specified
in the table. Improper-dihedral deformation terms are only applied, for
each hexopyranose monomer, to the specified subset of improper-dihedral
angles (see Fig. 1c for the numbering). The improper-dihedral terms are
reported for the specific stereochemistry of �-D-glucopyranose. Inversion
of the configuration at one or more centers (to generate the corresponding
terms for the 31 other hexopyranoses) requires an inversion in the order of
the second and third atoms in the corresponding sequence.

Table 2. Comparison of Simulated Pure Liquid and Aqueous Solvation
Properties for the 45A3 and 45A4 Ethanol Models
with Experimental Results.89,90

45A4 45A3 Experiment

� [g � cm�3] 0.783 0.763 0.785
�Hvap [kJ � mol�1] 47.0 39.8 42.3
�Ghyd [kJ � mol�1] �18.0 �13.0 �20.5

The quantities reported are the density �, heat of vaporization �Hvap, and
hydration free energy �Ghyd (using the SPC water model36) at 300 K and
1 bar (these calculations were performed as described elsewhere48).
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profiles for the rotation around specific dihedral angles (including
the effects of electrostatic, van der Waals, and torsional dihedral
interactions, and based on the new charge set of Table 1) to
corresponding profiles computed using quantum-mechanical cal-
culations. This fitting was performed primarily for the model
compound �-O-methyl-D-glucopyranoside, considering the dihe-
dral angles � (O5–C1–O1–CH3), the four dihedral angles �n

(Cn�1–Cn–On–Hn, n � 2, 3, 4, 6), and the dihedral angle ̃
(O5–C5–C6–O6), following the IUPAC definitions49 except for ̃
( is defined as C4–C5–C6–O6, so that ̃ 	  � 120° for
hexopyranoses with an R configuration at C5, such as glucose and
galactose). The calculation for the dihedral angle � was also
carried out for �-O-methyl-D-glucopyranoside, and the calculation
for the dihedral angles �4 and ̃ for �-O-methyl-D-galactopyrano-
side.

In vacuum, �-O-methyl-D-glucopyranoside presents two most
stable conformations characterized by the highest number of in-
tramolecular hydrogen bonds, and differing by the relative orien-
tation of the hydroxyl groups around the ring (Fig. 1a and b). Both
conformers were taken into account during the derivation of the
torsional energy profiles. Conformation A (Fig. 1a) is character-
ized by a counterclockwise orientation of the hydroxymethyl,
hydroxyl, and methoxy groups around the ring (as seen from its
�-side) leading to four intramolecular hydrogen bonds. Conforma-
tion B (Fig. 1b) is characterized by a clockwise orientation of the
hydroxymethyl and hydroxyl groups (but not of the methoxy
group), leading to three intramolecular hydrogen bonds. In agree-
ment with previous quantum-mechanical calculations,50,51 the
former conformation is energetically more stable (by about 13 kJ �
mol�1 at the present HF/6-31G* level of theory).

The quantum-mechanical torsional profiles for the rotations
around the hydroxymethyl, the four hydroxyl and the methoxy
groups in �-O-methyl-D-glucopyranoside, as well as some addi-
tional profiles for �-O-methyl-D-glucopyranoside and �-O-
methyl-D-galactopyranoside, were determined independently by
increments of 30° at the HF/6-31G* level using the program
Gaussian98.52 Each single-point calculation involved starting from
the fully optimized conformation A or B (Fig. 1), rotating the
selected dihedral angle to its target value, and then fully reopti-
mizing all other degrees of freedom. In this way, two sets of
quantum-mechanical energy profiles were generated for each di-
hedral angle, corresponding to an initial conformation of either
type A or type B. The target quantum-mechanical profile used as
a reference for the fitting of the force-field torsional parameters
was determined by combining the lowest energy points from both
the A and B profiles. The same procedure was repeated at the
molecular-mechanical level using fully optimized structures (con-
jugate-gradient minimizer of GROMOS) with a harmonic dihe-
dral-angle restraining potential of force constant 10 kJ � mol�1 �
deg�2 on the specific dihedral angle. The differences between
quantum-mechanical and molecular-mechanical profiles were fit-
ted by cosine series, which served to determine the required
changes in force field torsional parameters. However, for the sake
of simplicity and transferability (at the expense of a slight reduc-
tion in the accuracy of the fit), a common torsional potential was
selected for the four dihedral angles �n (n � 2, 3, 4, 6), while
different parameters were retained for � and ̃. The resulting
optimized set of torsional parameters is reported in Table 4, while
the comparison between the quantum-mechanical and correspond-
ing molecular-mechanical profiles is shown in Figure 2.

At the quantum-mechanical level, the dihedral angles involving
hydroxyl groups (�n, n � 2, 3, 4) generally present energy
minima in the gauche
 (60�), trans (180�) and gauche�
(300�) conformations (Fig. 2c–e). To reproduce this trend in the
molecular-mechanical profiles, a common threefold torsional po-
tential with phase-shift cosine 
1 (favoring the three staggered
conformations) was used for all hydroxyl groups, the force con-
stant being selected by averaging over the optimal values derived
for �2, �3, and �4. The resulting force constant (3.9 kJ � mol�1) is
significantly larger than the corresponding value used in the orig-
inal 45A3 parameter set for these dihedral angles (1.26 kJ � mol�1).
Note also that the 45A3 parameter set37,38 employed a different
force constant for the � dihedral angle of a hydroxyl group func-

Table 4. Torsional Dihedral Interaction Parameters Used in the New
45A4 Force Field for Hexopyranose-Based Carbohydrates.

Dihedral angle k� [kJ � mol�1] cos 
 n

C2–C1–O5–C5 3.77 
1 3
C4–C5–O5–C1 3.77 
1 3
C1–C2–C3–C4 5.92 
1 3
C2–C3–C4–C5 5.92 
1 3
C3–C2–C1–O5 5.92 
1 3
C3–C4–C5–O5 5.92 
1 3
O1–C1–C2–O2 2.09 
1 2
O2–C2–C3–O3 2.09 
1 2
O3–C3–C4–O4 2.09 
1 2
C3–C2–C1–O1 0.418 
1 2
C4–C3–C2–O2 0.418 
1 2
C1–C2–C3–O3 0.418 
1 2
C5–C4–C3–O3 0.418 
1 2
C2–C3–C4–O4 0.418 
1 2
C6–C5–C4–O4 0.418 
1 2
C3–C2–C1–O5 0.418 
1 2
C3–C4–C5–O5 0.418 
1 2
O5–C5–C6–O6

a (̃) 9.50 
1 3
O5–C5–C6–O6

a (̃) 9.35 �1 1
O5–C5–C6–O6

b (̃) 7.69 
1 3
O5–C5–C6–O6

b (̃) 6.66 �1 1
C4–C5–C6–O6

b () 2.67 �1 1
C1–C2–O2–H2 (�2) 3.90 
1 3
C2–C3–O3–H3 (�3) 3.90 
1 3
C3–C4–O4–H4 (�4) 3.90 
1 3
C5–C6–O6–H6 (�6) 3.90 
1 3
O5–C1–O1–H1, C�c (�) 3.65 1 3
O5–C1–O1–H1, C�c (�) 9.45 �1 1
O5–C1–O1–H1, C�d (�) 4.69 1 3
O5–C1–O1–H1, C�d (�) 3.41 �1 1

The parameters refer to eq. (4). Torsional dihedral potential terms are only
applied, for each hexopyranose monomer, to the specified subset of tor-
sional dihedral angles (see Fig. 1c for the numbering). Legend: aterm to be
used when the O4 and C6 atoms are on opposite sides of the ring plane (i.e.,
equatorial-equatorial or axial-axial, as, e.g., in glucose); bterm to be used
when the O4 and C6 atoms are on the same side of the ring plane (i.e.,
equatorial-axial or axial-equatorial, as, e.g., in galactose); cterm to be used
for the � anomer; dterm to be used for the � anomer.
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tionalized into a glycosidic bond (i.e., the � glycosidic dihedral
angle), namely 3.77 kJ � mol�1. This distinction is no longer
retained in the new 45A4 force field.

The orientation of the methoxy group around the glycosidic
dihedral angle � is strongly influenced by the anomeric effect. As
a consequence, the torsional profile for the corresponding rotation
presents only one energy minimum in gauche
 for the � anomer
and a predominant minimum in gauche� for the � anomer (Fig.
2a, and b). This trend is enforced in the molecular-mechanical
profile by a combination of a threefold torsional potential with
phase-shift cosine 
1 (favoring the three staggered conformations;
force constants 3.65 and 4.69 kJ � mol�1 for the �- and �-anomers,
respectively), and a onefold potential with phase-shift cosine �1
(favoring the cis conformation; force constants 9.45 and 3.41 kJ �
mol�1 for the �- and �-anomers, respectively). These combined
torsional potentials replace the single threefold potential with force
constant 3.77 kJ � mol�1 used in the 45A3 force field.

The rotational profile around the dihedral angle ̃ determining
the orientation of the hydroxymethyl group in �-O-methyl-D-
glucopyranoside presents three energy minima in the gauche�,
trans, and gauche
 conformations, the trans rotamer being the
most stable in vacuum at the present level of theory (Fig. 2f). The
rotational energy profile could be well reproduced by a combina-
tion of a threefold torsional potential with phase-shift cosine 
1
(favoring the three staggered conformations; force constant 9.50
kJ � mol�1), and a onefold potential with phase-shift cosine �1
(favoring the cis conformation; force constant 9.35 kJ � mol�1).
These torsional potentials replace the combination of a threefold
and a twofold potential (phase-shift cosines 
1, force constants
5.92 and 0.418 kJ � mol�1) applied to , and a twofold potential
(phase-shift cosine 
1, force constant 2.09 kJ � mol�1) applied to
̃, used in the 45A3 force field.

In the case of �-O-methyl-D-galactopyranoside, the hydroxyl
group at the C4 position is axial in the 4C1 chair conformation. This
inversion at C4 affects the interaction between the corresponding
hydroxyl group and the adjacent hydroxymethyl group. As a
consequence, the rotational profile around the dihedral angle ̃ is
now dominated by the gauche� and gauche
 conformations
(Fig. 2h). This trend could be well reproduced in the molecular-
mechanical profile by using a combination of a threefold torsional
potential with phase-shift cosine 
1 (favoring the three staggered
conformations; force constant 7.69 kJ � mol�1), a onefold potential
with phase-shift cosine �1 (favoring the cis conformation; force
constant 6.66 kJ � mol�1), and a onefold potential with phase-shift
cosine �1 associated to the dihedral angle  (force constant 2.67
kJ � mol�1). For simplicity, it was decided to keep the torsional
potential associated with �4 unaltered in this case, which still
resulted in an appropriate fit to the corresponding quantum-me-
chanical profile for this dihedral angle (Fig. 2g).

As evident from Figure 2, the agreement between the quantum-
mechanical and the corresponding (optimized) molecular-mechan-
ical profiles is reasonable (especially in the low-energy regions),
but by no means perfect. A closer agreement could certainly be
reached by including additional terms with different multiplicities
or applying distinct torsional potentials for the different �n (n �
2, 3, 4, 6) dihedral angles. However, such an improvement of the
fit would probably not be justified because: (1) it would be reached
at the expense of simplicity and transferability; (2) the accuracy of
the present quantum-mechanical calculations is limited (basic level
of theory and small basis set, limited set of configurations in-
cluded); (3) solute–solvent interactions are at least as important in
determining the rotamer population distributions and isomerization
barriers in aqueous solution (see discussion of Figs. 3 and 4), but
are themselves treated at a limited level of accuracy (point-charge
model, rigid solvent geometry, no explicit inclusion of polarizabil-
ity). In this sense, Figure 2 shows that the new 45A4 force field
successfully captures the main trends of the quantum-mechanical
rotational profiles without representing an overfitting.

The ring dihedral potentials applied in the new 45A4 force field
are largely inspired from the 45A3 parameter set,37,38 itself being
almost identical to the 43A1 set29 in the context of hexopyranoses
(the only difference between 43A1 and 45A3 is that the force
constant for the threefold potentials involving C–C–C–C and
C–C–C–O5 sequences of ring atoms has changed from 5.86 to 5.92
kJ � mol�1). However, for hexopyranoses of the D-series, the 43A1

Figure 2. Comparison of the quantum-mechanical (QM) and molec-
ular-mechanical (MM; based on the optimized 45A4 parameter set as
reported in Tables 1, 3, and 4) torsional energy profiles for the rotation
around the hydroxymethyl, the different hydroxyl and the methoxy
groups in �-O-methyl-D-glucopyranoside (a,c–f), �-O-methyl-D-glu-
copyranoside (b), and �-O-methyl-D-galactopyranoside (g,h). The
QM and MM profiles are reported for fully optimized conformations
generated starting from either the A or B conformers (Fig. 1a and b) of
the monosaccharide. For each method (QM or MM), energies are
given relative to the minimum-energy point of either the A or B profile.
The definition of the dihedral angles is � (O5–C1–O1–CH3), �n

(Cn�1–Cn–On–Hn, n � 2, 3, 4), and ̃ (O5–C5–C6–O6).
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and 45A3 force fields appear to overstabilize the 1C4 chair con-
formation relative to the (experimentally dominant, except for
D-idopyranose4) 4C1 conformation. This may result in undesired
structural transitions between the two conformers, as previously
reported in simulations using the 43A131,32,42,43 or 45A3 (unpub-
lished results) parameter sets for carbohydrates. This problem was
overcome by a slight modification of the scheme for the applica-
tion of torsional potentials to sequences of ring atoms. The new
rules applied in the 45A4 force field are the following:

1. All C–C–O5–C dihedrals, defined by a combination of ring
atoms, are assigned a threefold potential with phase-shift cosine

1 (favoring the three staggered conformations; force constant
3.77 kJ � mol�1). This rule is unaltered with respect to the 45A3
force field.

2. All C–C–C–C and C–C–C–O5 dihedrals defined by a combi-
nation of ring atoms are assigned a threefold potential with
phase-shift cosine 
1 (favoring the three staggered conforma-
tions; force constant 5.92 kJ � mol�1). The only alteration of
this rule with respect to the 45A3 force field is that it now
excludes the dihedral angle C4–C5–C6–O6 ().

3. All O–C–C–O dihedrals not including O5 are assigned a two-
fold potential with phase-shift cosine 
1 (minima at 90° and
270°; force constant 2.09 kJ � mol�1). This rule is modified with
respect to the 45A3 force field in that it excludes the dihedral
angles O2–C2–C1–O5, O4–C4–C5–O5, and O5–C6–C6–O6 (̃).

4. All C–C–C–O dihedral angles not including O6 are assigned a
twofold potential with phase-shift cosine 
1 (minima at 90°
and 270°; force constant 0.418 kJ � mol�1). The only alteration
of this rule with respect to the 45A3 force field is that it now
excludes the dihedral angle C4–C5–C6–O6 ().

The complete set of torsional parameters is summarized in Table 4.

The threefold ring torsional terms with phase-shift cosine 
1
(rules 1 and 2) disfavor boat conformations of the ring, but do not
distinguish between the 1C4 and 4C1 chair conformations. On the
other hand, the twofold terms with phase-shift cosine 
1 associ-
ated with the O–C–C–O dihedral angles (rule 3) disfavor axial–
axial (180°) orientations of hydroxyl groups on vicinal carbons
relative to axial–equatorial (300°) and equatorial–equatorial (60°)
orientations, as a consequence of the gauche effect.53–55 This
interaction, in balance with nonbonded interactions around the ring
and with the solvent, should result in the stabilization of the
experimentally dominant 4C1 chair conformation for hexopyrano-
ses of the D-series.4 The enhancement of the stability of the 4C1

chair conformation (over 1C4) in the new 45A4 force field is
mostly due to the exclusion of the dihedral angles O2–C2–C1–O5

and O4–C4–C5–O5 from the twofold O–C–C–O potential (rule 3).
For example, these dihedral angles both evaluate to 180° in the
4C1 chair conformation of D-glucopyranose, vs. 60° and 300° in
the 1C4 conformation. The two potentials therefore destabilized
the 4C1 conformation with respect to the 1C4 conformation in the
45A3 force field for this compound. Finally, the twofold terms
with phase-shift cosine 
1 associated with the C–C–C–O dihedral
angles (rule 4) represent a very small contribution favoring chair
vs. boat conformations (terms involving O5), as well as axial vs.
equatorial orientations of the hydroxyl groups in the chair confor-
mations (terms not involving O5).

Force Field Validation

Molecular Dynamics Simulations

A series of molecular dynamics (MD) simulations of mono- and
disaccharides in water were performed so as to validate the new
45A4 parameter set by comparison against available experimental

Figure 4. Time series (a,b) and normalized probability distributions
(c,d) of the dihedral angle ̃ (O5–C5–C6–O6) defining the orientation
of the hydroxymethyl group in �-D-galactopyranose (a,c) and �-D-
galactopyranose (b,d), as obtained from 20-ns MD simulations in
water (see also Table 6).

Figure 3. Time series (a,b) and normalized probability distributions
(c,d) of the dihedral angle ̃ (O5–C5–C6–O6) defining the orientation
of the hydroxymethyl group in �-D-glucopyranose (a,c) and �-D-
glucopyranose (b,d), as obtained from 20-ns MD simulations in water
(see also Table 6).
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data. All simulations were carried out using the GROMOS96
program29,35 together with the SPC water model.36 The monosac-
charides considered (�- and �-D-glucopyranose as well as �- and
�-D-galactopyranose) were solvated by about 960 water molecules
within a truncated-octahedral box defined by a cube of edge 3.9
nm. The disaccharides considered (trehalose, maltose, and cello-
biose; the two latter as � anomer at the nonreducing center) were
solvated by 2035 water molecules within a cubic computational
box of edges 4.0 nm. Newton’s equation of motion were integrated
based on the leapfrog scheme56 using a 2-fs time step. The
SHAKE procedure57 was applied to constrain all bond lengths
with a relative geometric tolerance of 10�4. The temperature was
maintained at 300 K by weak coupling the solvent and solute
separately to a heat bath58 with a relaxation times of 0.1 ps. The
pressure was maintained at 1.0 bar by weak coupling to a pressure
bath58 via isotropic coordinate scaling with a relaxation time of 0.4
ps. Nonbonded interactions were handled using a twin-range cutoff
scheme.59 Within a short-range cutoff radius of 0.8 nm, the inter-
actions were evaluated every time step based on a pairlist recal-
culated every five time steps. The intermediate-range interactions
up to a long-range cutoff radius of 1.4 nm were evaluated simul-
taneously with each pairlist update, and assumed constant in be-
tween. To account for electrostatic interactions beyond the long-
range cutoff radius, a reaction-field approximation60 was applied
using a relative dielectric permittivity of 66 for the solvent. All
simulations were carried out for 5 ns (20 ns whenever specified)
after 0.1 ns equilibration, and the atomic coordinates were saved
every 1 ps for analysis.

Ring Conformation

To assess the relative stabilities of the different hexopyranose ring
conformations (chair or boat), a series of five 5-ns MD simulations
of �-D-glucopyranose in water were undertaken, with harmonic
restraining potentials on the six ring dihedral angles so as to
enforce the most likely 4C1, 1C4, B14, B25, and B3O ring con-
formations. The average intrasolute energies (i.e., including all
intrasolute covalent, van der Waals, and electrostatic interactions,
but excluding the dihedral-angle restraining contribution) for the
different trajectories are reported in Table 5. The experimentally
dominant 4C1 chair conformation is clearly the most stable of all
possible glucopyranose ring conformers. The energy difference
between the 4C1 and 1C4 chair conformations (about 35 kJ �
mol�1) is also in good agreement with the corresponding range of
20–40 kJ � mol�1 obtained from quantum-mechanical calcula-
tions.61–63 Note, however, that the second most stable conforma-
tion in the present force field appears to be the B3O boat confor-
mation rather than the 4C1 chair conformation.

Interactions with the solvent are likely to largely reduce the
energy differences between the different conformers in aqueous
solution (and might alter their relative stabilities). To verify that
the 4C1 chair conformation still dominates in water, the five
simulations were extended for 5 ns after releasing the dihedral-
angle restraints. In the absence of restraints, the four alternative
ring conformers isomerized to the 4C1 chair conformation within
at most 2 ns of simulation and remained in this configuration
afterwards (data not shown).

Conformation of the Hydroxymethyl Group

The time series and population distributions of the dihedral angle
̃ (O5–C5–C6–O6) during 20 ns simulations of �- and �-D-gluco-
pyranose in water are displayed in Figure 3. The corresponding
relative populations of the gt (̃ � 60�), tg (̃ � 180�), and gg
(̃ � 300�) conformers are reported in Table 6 together with
experimental data from NMR.64–68 The results may also be (qual-
itatively) compared to observations from X-ray crystallography69

showing an approximate 40:0:60 ratio of gt:tg:gg rotamers in a
survey of 101 structures involving the gluco configuration. The
simulated results reproduce very well the main experimental ob-
servations, namely the very small population of the tg rotamer and
the similar populations of the gt and gg rotamers for both �- and
�-D-glucopyranose. These conformational preferences are largely
influenced by solute–solvent interactions. In vacuum, the quan-
tum-mechanical torsional profile around ̃ for �-O-methyl-D-
glucopyranoside (Fig. 2f) presents minima of nearly equal energies
in the tg and gg conformations (the former one negligibly popu-
lated in aqueous solution), while the gt conformation is signifi-
cantly higher in energy (by about 10 kJ � mol�1). The stability of
the tg conformer in vacuum is largely due to an intramolecular
hydrogen bond with the hydroxyl group at C4, the hydroxymethyl
group acting either as an acceptor (configuration B in Fig. 1, strong
hydrogen bond) or as a donor (configuration A, weaker hydrogen
bond). The absence of this conformer in solution suggests that the
intramolecular hydrogen bond is wiped out by solvent effects.
Note, finally, that the interconversion between the gt and gg
conformers in water is relatively slow (19 and 27 transitions within
the 20-ns simulation for the �- and �-anomers, respectively, counting
excursions longer than 10 ps out of a well as a transition). This places
the conformational relaxation of the hydroxymethyl group in glucose
on the nanosecond time scale, in good agreement with experimental
results from ultrasonic relaxation measurements.70–72

The time series and population distributions of the dihedral
angle ̃ during 20-ns simulations of �- and �-D-galactopyr-
anose in water are displayed in Figure 4. The corresponding
relative populations of the gt, tg, and gg conformers are reported
in Table 6 together with experimental data from NMR.64 – 68

The results may also be (qualitatively) compared to observa-
tions from X-ray crystallography69 showing an approximate
58:34:8 ratio of gt:tg:gg rotamers in a survey of 24 structures

Table 5. Average Intrasolute Energies (i.e., Including All Intrasolute
Covalent, van der Waals, and Electrostatic Interactions, But Excluding
the Dihedral-Angle Restraining Contribution) Calculated from Five 5-ns
MD Simulations of �-D-Glucopyranose with Harmonic Restraints on the
Ring Dihedral-Angles Enforcing the Specified Conformation.

Conformation �E [kJ � mol�1]

4C1 0.0
1C4 
34.8
B14 
37.2
B25 
71.3
B3O 
20.4

Energies (�E) are given relative to the 4C1 chair conformation.
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involving the galacto configuration. The simulated results re-
produce well the dominance of the gt rotamer for both �- and
�-D-galactopyranose. The similar populations observed for the
tg and gg rotamers are also in good agreement with the NMR
data of Nishida et al.,64 – 66 but somewhat at odds with the more
recent data by Thibaudeau et al.,68 suggesting an almost neg-
ligible population for the gg conformer (at the benefit of the gt
conformer). Here, also, these conformational preferences are
largely influenced by solute–solvent interactions. In vacuum,
the quantum-mechanical torsional profile around ̃ for �-O-
methyl-D-galactopyranoside (Fig. 2h) presents minima of
nearly equal energies in the gt and gg conformations, while the
tg conformation is higher in energy (by about 10 kJ � mol�1). In
contrast to the case of glucopyranose, the axial orientation of
the hydroxyl group at C4 in galactopyranose precludes the
formation of a strong intramolecular hydrogen bond between
this group and the hydroxymethyl group. Yet, in water, the tg
conformer is not populated for glucopyranose (where it could
form a strong intramolecular hydrogen bond) and significantly
populated for galactopyranose (where such an intramolecular
hydrogen bond cannot be formed). This rather counterintuitive
observation is again a hint toward a strong solvation effect on
the conformational preferences of the hydroxymethyl group.
Note, finally, that the interconversion between the three con-
formers in water is significantly faster in galactopyranose (109
and 103 transitions within the 20-ns simulation for the �- and
�-anomers, respectively) compared to glucopyranose, a feature
that could also be noted in previous simulations.73 This obser-
vation may be supported by experimental results from ultra-
sonic relaxation measurements,71,72 suggesting that the confor-
mational relaxation of the hydroxymethyl group is two to four
times faster in galactose compared to glucose.

The rotameric distribution for the hydroxymethyl group in �- and
�-D-glucopyranose as well as �- and �-D-galactopyranose in water
results from an intricate balance between: (1) the gauche effect (a
stereoelectronic effect preferentially stabilizing gauche orientations of
O5 and O6 around the C5–C6 bond53–55), which favors the gt and gg
conformations in both glucose and galactose; (2) the 1,3-syndiaxial
interaction (a steric effect destabilizing parallel orientations of the
C4–O4 and C6–O6 bonds74), which favors the gt and gg conforma-
tions in glucose and the gt and tg conformations in galactose; (3)

intramolecular hydrogen bonding (an electrostatic effect) between the
hydroxyl groups at C4 and C6,25,50,51,61,75,76 which favors the tg
conformation in glucose and the gg conformation in galactose; (4)
weak intramolecular hydrogen bonding between the hydroxyl group
at C6 and the ring oxygen O5,77–79 which favors the gt and gg
conformations in both glucose and galactose; (5) solvation effects
including the dielectric screening of intramolecular hydrogen bonds
and specific solute–solvent interactions. Probably the most convincing
interpretation of the rotameric populations in water73 is that solvation
effects (mainly through dielectric screening80) dramatically reduce the
strength of intramolecular hydrogen bonding (a major contribution in
vacuum,25,50,51,61,62,75,77,81 although not necessarily the dominant
one51,61,63,81), leaving way to the influence of steric and stereoelec-
tronic effects82 (together with residual intramolecular hydrogen bond-
ing78,79). In glucose, both the gauche effect and the 1,3-syndiaxial
repulsion favor gt and gg over tg. As a consequence, the latter is not
significantly populated in solution. In galactose, gg is disfavored by
1,3-syndiaxial repulsion and tg disfavored by the gauche effect. As a
consequence, the gt conformation dominates in solution, although the
two other distributions (according to the NMR data by Nishida et
al.64–66) or the tg distribution only (according to the NMR data by
Thibaudeau et al.68) remain significantly populated.

Due to this delicate balance between steric, stereoelectronic,
hydrogen bonding, and solvation effects, the accurate represen-
tation of the hydroxymethyl rotameric distribution in glucose
and galactose is a notoriously difficult problem for classical
(and Car–Parrinello) MD simulations. For this reason, it is often
considered to be a challenging test for carbohydrate force fields.
For example, incorrect rotameric distributions were observed in
early versions of the CHARMM17,19,83,84 and GROMOS32,42

force fields, as well as in (comparatively shorter) Car–Parrinello
simulations.85 Taking into account the rather large uncertainty
in the experimental estimates, the data reported in Table 6
indicate a very reasonable agreement with experiment.

Conformation of the Glycosidic Linkage in Disaccharides

The trajectories in the space of the � (O5–C1–O1–C�1) and ��
(C1–O1–C�1–O�5) glycosidic dihedral angles for trehalose, or �
(O5–C1–O1–C�4) and � (C1–O1–C�4–C�3) glycosidic dihedral angles
for maltose and cellobiose, during 5-ns simulations of the disac-

Table 6. Relative Populations (Integrated Probability Distribution, Amplified by 100) Associated
with the Three Staggered Conformations of the Hydroxymethyl Group, As Obtained from 20-ns
MD Simulations of �- and �-D-Glucopyranose As Well As of �- and �-D-Galactopyranose (See
Figs. 3 and 4).

̃ �-D-Glcp [%] �-D-Glcp [%] �-D-Galp [%] �-D-Galp [%]

60 (gt) 46(44a, 54b,53c) 45(45a, 62b,61c) 38(54a,74c) 41(53a,72c)
180 (tg) 0 (0a,�1b, 7c) 0 (2a,�7b, 8c) 31(25a,23c) 25(25a,25c)
300 (gg) 54(56a, 47b,40c) 55(53a, 45b,31c) 31(21a, 3c) 34(22a, 3c)

The three wells are defined by ̃ (O5–C5–C6–O6) in the ranges 0–120, 120–240, and 240–360°. The
two letters in the notations gt, tg, and gg refer successively to the relative orientations of O6 relative
to O5 ( gauche or trans) and the relative orientations of O6 relative to C4 ( gauche or trans). The
values between parentheses correspond to relative populations derived from NMR experiments by
aNishida et al.,64–66 bBrochier–Salon and Morin,67 and cThibaudeau et al.68
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charides in water are displayed in Figure 5 together with available
experimental data from X-ray crystallography, NMR, and circular
dichroism. In the three cases, the simulations reproduce very well
the ranges defined by the experimental data. Note, in particular,
that the exo-anomeric effect dictates the predominance of � � 60°
(and �� � 60°) for the �-linked disaccharides and � � 300° for the
�-linked one.

Conclusion

The goal of the present work was to develop a new parameter set
for the simulation of hexopyranose-based carbohydrates, that is
compatible with the most recent version of the GROMOS force
field for other classes of biomolecules29,35,37–41 (proteins, nucleic
acids, and lipids) and the SPC water model.29,35 The parametriza-
tion procedure relied on: (1) reassigning the atomic partial charges
based on a fit to the quantum-mechanical electrostatic potential
around a trisaccharide; (2) refining the torsional potential param-
eters associated with the rotations of the hydroxymethyl, hydroxyl,
and anomeric alkoxy groups by fitting to corresponding quantum-
mechanical profiles for hexopyranosides; (3) adapting the torsional
potential parameters determining the ring conformation so as to
stabilize the (experimentally predominant) 4C1 chair conforma-
tion. The other (van der Waals and nontorsional covalent) param-
eters and the rules for third and excluded neighbors were taken
directly from the most recent version of the GROMOS force field
(except for an additional exclusion between the hydroxyl hydrogen
of an unfunctionalized lactol group and the ring oxygen). The
updated version of the GROMOS force field, including the latest
previously reported changes37–41 and the presently derived set of
carbohydrate parameters, is referred to as the GROMOS 45A4
force field. Note that a newer parameter set (53A6) has recently
been developed (simultaneously with the present work), to better
reproduce the hydration free energies of a set of small organic
compounds presenting the most common functional groups found
in biomolecules.48 The combination of the present carbohydrate
parameter set with the 53A6 force field involves a single change
(slightly modified carbohydrate–oxygen to water–oxygen van der
Waals repulsive interaction parameter), but remains to be tested.

The new 45A4 parameter set was validated for a small set of
mono- and disaccharides in solution by comparing the results of
simulations to available experimental data from X-ray crystallog-
raphy and NMR spectroscopy. This validation is currently limited
to �- and �-D-glucose, �- and �-D-galactose, and the disacchar-
ides trehalose, maltose, and cellobiose. Excellent agreement was
met for the ring conformation and conformer distribution of the
hydroxymethyl group in monosaccharides, and for the distribution
of �–� (�–��) dihedral angles in disaccharides.

It should be stressed, however, that although the present de-
scription of the force field is general enough to define parameters
for any (unbranched) hexopyranose-based mono-, di-, oligo-, or
polysaccharide, we do not yet guarantee its accuracy for systems
others than those considered in the present validation. The testing
of the force field for a more extensive set of mono- and disaccha-
rides is in progress, and the results (including possible further
refinement of the parameter set) will be reported in a forthcoming
article.86

Figure 5. Trajectories in the space of the � (O5–C1–O1–C�1) and ��
(C1–O1–C�1–O�5) glycosidic dihedral angles for trehalose (a), or the �
(O5–C1–O1–C�4) and � (C1–O1–C�4–C�3) glycosidic dihedral angles for
maltose (b) and cellobiose (c), during 5-ns MD simulations of the
disaccharides in water. Successive points are reported at a frequency of
1 ps. The results are compared to experimental �–�� or �–� values.
For trehalose: from X-ray crystallography (I: trehalose dihydrate;91,92

II: anhydrous trehalose93) and three independent NMR experiments
(I,94 II,95 and III96). For maltose: from X-ray crystallography (I:
�-maltose monohydrate;97 II: anhydrous �-maltose98), four indepen-
dent NMR experiments (I,96,99 II,100 III,96,101 and IV96), and circular
dichroism.102 For cellobiose: from X-ray crystallography103–105 and
two independent NMR experiments (I106 and II96).
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Note, finally, that two studies relying on of the present 45A4
carbohydrate force field have been reported.87,88 In the first article,
an early version of the force field was used to investigate the
influence of methylation at specific hydroxyl groups on the stabil-
ity of amylose and cellulose fragments.87 In the second article, the
parameters for trehalose were used to investigate the effect of this
disaccharide on the stability of dipalmitoyl–phosphatidyl–choline
lipid bilayer at elevated temperature.88
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