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Abstract 

The application of molecular dynamics computer simulation methods to study the dynamics of proteins is reviewed with 
an eye to its possibilities and limitations. Examples are given, mainly using nanosecond trajectories of the proteins bovine 
pancreatic trypsin inhibitor and lysozyme, of the different protein properties, of which the dynamics can be or cannot be 
sampled on a nanosecond time scale. It is concluded that the major asset of the simulation technique is that the different 
factors contributing to the dynamics of a particular process can be analyzed at atomic detail, as long as one has sampled the 
appropriate time scale. 
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1. Introduction 

Our knowledge of biomolecular systems and pro- 
cesses is steadily increasing due to the continuous 
advance of experimental techniques that reveal 
atomic properties of biomolecules such as proteins. 
X-ray diffraction provides a detailed, but static pic- 
ture of the spatial atomic structure and an indication 
of the extent of atomic motion or disorder. Energetic 
information at the atomic level is largely inaccessible 
to experimental probes. Information concerning the 
dynamics of particular atoms, bond vectors or aro- 
matic groups can be obtained by different spectro- 
scopic techniques, including 13C and 15N nuclear 
magnetic resonance (NMR) relaxation, fluorescence 
depolarization or infrared absorption [1]. The mecha- 
nism of specific processes, such as protein folding, 
may be analyzed indirectly by trapping and charac- 
terizing folding intermediates [2]. Yet, the experi- 
mental characterization of the dynamics of protein 
atoms on the time scales ranging from femtoseconds 

to seconds is far from complete, due to the difficulty 
of measuring dynamics into atomic detail. 

An alternative method to study protein motion is 
to simulate protein dynamics on a computer. In the 
molecular dynamics (MD) simulation method, New- 
ton's equations of motion 

d r i ( t ) /  d t =  v i ( t  ) (1) 

and 

d P i ( t ) /  d t  = m ; 1 F i ( t )  (2) 

with 

F i ( t )  = - a V ( r  1, r 2 . . . .  , rN) / Or i (3) 

for the N atoms with coordinates r - (r l ,  rE, . . .  ,rN) , 
velocities v - - ( v  1, v 2 . . . . .  v N) and masses m i ( i  = 
1, 2 . . . . .  N)  of a molecular system are solved nu- 
merically by integration in time t. The force F i on 
atom i is obtained by taking the negative gradient of 
the potential energy function 

V ( r )  = V ( r l ,  r e . . . .  , r s ) ,  (4) 
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which is assumed to represent the interaction be- 
tween the atoms. The interaction function (4) is an 
effective interaction: it describes the interaction be- 
tween the 3N degrees of freedom explicitly treated 
in (4), averaged over the omitted atomic or electronic 
degrees of freedom of the real system. 

Given an initial configuration r of the system and 
initial velocities v of the atoms, an MD simulation 
produces a series of configurations as a function of 
time, that is, a trajectory of the molecular system. 
From such a trajectory atomic or global properties of 
the molecular system can be calculated. If the initial 
configuration and velocities are representative for the 
equilibrium conditions (temperature, pressure, phase, 
external field, etc.) of the simulation, trajectory aver- 
ages will represent equilibrium properties of the 
system. If the initial structure and velocities are not 
representative for the equilibrium conditions of the 
simulation, the structure and velocities will relax 
towards equilibrium. In such a non-equilibrium simu- 
lation, atomic or global properties should not be 
averaged, but calculated as a function of time. 

Generally, MD simulation of a molecular system 
involves four basic choices. 

(I) Which degrees of freedom of the real system 
are explicitly treated in (4), that is, in the simulation, 
and which ones are taken into account implicitly, 
that is, on average? For example, when simulating a 
protein in solution, one would like to include in the 
model description not only the force Fi int= 
--c)Vint// ar i due to the explicitly simulated protein 
atoms, but also the external forces Fi ext originating 
from the solvent. The external force may be repre- 
sented in an approximate way by its mean effect. 
The mean external force F/mean is then e.g. the force 
on protein atom i due to all solvent atoms and 
averaged over all possible solvent configurations. 
The corresponding potential energy function Vmean, 
for which F/mean = -0Vmean// Or i, is called a poten- 
tial of mean force, and represents the averaged effect 
of the degrees of freedom which are not explicitly 
(implicitly) treated in the simulation. A higher-order 
approximation of the external force Fi ext is obtained 
by not only considering its mean effect, but also its 
fluctuations in time and its frictional effect: 

F/ext = -~Vmcan / ~r i d- R i - mi ~/it~ i . (5) 

The stochastic force is denoted by R i and the fric- 
tional force is taken proportional to the instantaneous 
atomic velocity v/ with the proportionality factor 
mi%, in which ~/, is the friction coefficient, which 
depends on the solvent viscosity and on the degree 
of contact between protein atom and solvent. At least 
those degrees of freedom that are essential for a 
proper representation of the dynamical quantities one 
wishes to simulate and study, should be explicitly 
modelled. 

(II) Which interaction function or force field V ( r )  

is used to calculate the potential energy of the sys- 
tem and the forces along the explicitly treated de- 
grees of freedom? The typical energy function (4) 
for a biomolecular system contains a variety of terms 
representing covalent bonding, bond-angle, torsional 
angle, van der Waals and Coulombic interactions. 
Many-body terms, e.g. to model atomic polarization, 
or time-dependent terms representing experimental 
information, such as scattering or absorption intensi- 
ties, on the specific molecular system that is simu- 
lated, may be included in (4) too [3,4]. In summary, 
V ( r )  must represent the energy landscape of the 
molecular system that is to be simulated. The shape 
of this landscape in regions that are accessible at the 
thermodynamic state point of interest, will determine 
the dynamical behaviour of the simulated system. 

(III) Which equations of motion are integrated to 
simulate the behaviour of the molecular system? Eqs. 
(1) and (2) are Newton's equations of motion, valid 
for Cartesian coordinates and classical mechanics. 
Alternative formulations of classical mechanics, such 
as the equations of motion of Lagrange or of Hamil- 
ton, may be used too [3]. If the explicitly treated 
degrees of freedom are essentially of quantum-mech- 
anical nature, the Schr6dinger equation should be 
integrated [5]. If the atomic forces F i depend on the 
atomic velocities, as in (5), Eq. (2) is transformed 
into the stochastic Langevin equation 

dvi(  t ) /  d t  = m~ -1 [ Fiint( t )  + Fimean( t )  + R i (  t)] 

- 7 iV i ( t ) .  (6) 

If the inertial term on the left hand side of (6) is 
small compared to the force terms on the right hand 
side, equation of motion (6) simplifies to 

Pi( t )  -~ ( m i 'Y i ) - l [  Fiint( t )  q- Fimean( t )  -t- R i (  t)] , 

(7) 
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which forms together with Eq. (1) the equations for 
Brownian motion [3]. It goes without saying that 
only dynamical simulation techniques, that is, meth- 
ods which integrate equations of motion, can be used 
to study dynamical properties of molecular systems, 
in contrast to Monte Carlo methods. 

(IV) Which spatial or thermodynamic boundary 
conditions are used in the simulation? When simulat- 
ing a system of finite size (N << Avogadro's num- 
ber), some thought must be given to the way the 
spatial boundary of the system will be treated. The 
simplest choice is the vacuum boundary condition, 
which mimics a gas-phase environment. When this 
boundary condition is used for a protein in solution, 
the dynamics of atoms near or at the surface of the 
system will be distorted, and the dynamics of global 
system properties will not represent those of the 
condensed phase. Solvating the protein in a sphere of 
explicit solvent molecules only shifts the distortive 
boundary effects from the solute-solvent to the sol- 
vent-vacuum interface. The structural deformations 
due to the vacuum outside the molecular system may 
be reduced by designating a layer of atoms of the 
system to a so-called extended wall region, in which 
the motion of the atoms is restrained in order to 
reduce the deforming influence of the nearby vac- 
uum. The atoms in the extended wall region can be 
kept fixed or harmonically restrained to stationary 
positions. Although the extended wall boundary con- 
dition may preserve the structural properties of the 
system, the restraining will generally strongly influ- 
ence the dynamics of the system, especially of the 
more global modes. To minimize the distortive ef- 
fects of the spatial boundaries on the dynamics of a 
molecular system in the condensed phase, the best 
method is the use of periodic boundary conditions, in 
which the simulated system is surrounded by identi- 
cal translated images of itself [3]. The application of 
other types of restraints or constraints, such as bond- 
length or bond-angle constraints, atom-atom dis- 
tance restraints derived from NMR spectroscopic 
data or structure factor restraints derived from X-ray 
diffraction data, will also distort the dynamical prop- 
erties of particular physical quantities [4,6]. Thermo- 
dynamic restraints or constraints, such as the instan- 
taneous or mean coupling of the system to a temper- 
ature bath or pressure bath, will influence the fluctu- 

ations in the conjugate quantities, such as the energy 
or volume of the system [7,8]. When studying the 
dynamics of a molecular system by simulation, one 
should be aware of the distortive effect the use of 
constraints or restraints of spatial or thermodynamic 
nature will have on the dynamical behaviour of 
atomic and system properties. 

The central question when using MD simulation 
to study the motion of molecular systems such as 
proteins is: how close does a computer-generated 
trajectory come to that of a real protein? The quality 
of an MD simulation is limited by the following five 
factors. 

(A) Can the degrees of freedom that are not taken 
into account in the molecular model reliably be 
neglected, or included on average in a potential of 
mean force? 

(B) Is the size of the simulated system sufficiently 
large to avoid distortion of the dynamics by the 
unphysical spatial boundary conditions? Will the 
thermodynamic or structural constraints or restraints 
distort the dynamics and fluctuations of particular 
atomic or system properties? 

(C) Are the type, functional form and parameters 
of the effective interaction function V(r) of suffi- 
cient quality to reproduce the dynamical behaviour 
sufficiently accurately? 

(D) If the motion is classically simulated, can 
quantum-mechanical effects reliably be neglected? 

(E) Is the length of the simulation sufficiently 
long to yield reliable trajectory averages of the dif- 
ferent molecular or system properties? Or, is the 
simulation length considerably longer than the relax- 
ation time of the property of interest? 

The answers to these five basic questions will vary 
with the type of molecular system and the type of 
property of this system one is interested in. Here, we 
will concentrate on the fifth question with respect to 
a variety of properties of proteins in solution. 

The time scale of the dynamics of different prop- 
erties of proteins ranges from femtoseconds to sec- 
onds or even longer. Due to limited computing power, 
MD simulation of a relatively small protein in aque- 
ous solution at the classical, atomic level currently 
reaches the nanosecond time scale. For simplified 
protein models in which amino acid residues are 
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taken as particles and the influence of solvent is 
approximated by a mean force, the microsecond time 
scale can be reached. This implies that many proper- 
ties of interest that have a relaxation time longer than 
the simulation time can in general not be studied by 
simulation. It is the purpose of this paper to review 
which protein motions can be and which cannot be 
reliably sampled in an MD simulation. 

The analysis of the time scale of different types of 
motion of a protein in a simulation may serve two 
purposes. 

(1) One is interested in the protein dynamics per 
se, e.g. how it depends on the shape of the potential 
energy landscape (4) or which degrees of freedom 
are important to a particular process. 

(2) In order to reliably interpret a simulation one 
should estimate the accuracy of the different simu- 
lated properties. Trajectory averages will generally 
only be representative when the equilibration time of 
the simulation, Tequil, is longer than the relaxation 
time ~'relax(Q) of the property Q, 

Tequi I > rre,ax(Q), (8) 

and when the sampling time, Tsarnple, is much longer 
than rr~lax(Q), 

"/'sample >> "/'relax(Q). ( 9 )  

If conditions (8) or (9) are not fulfilled, the trajectory 
average (Q(t)) of the property Q will display a drift 
as a function of time or erratic behaviour due to the 
occurrence of rare events affecting the value of Q(t). 
Below, we shall give examples of such cases. 

The relaxation time ~'relax(Q) may be long for differ- 
ent reasons: 

(a) The system may change relatively rarely, but 
in a fast manner, between relatively stable states. An 
example is the flipping of Phe sidechains in a protein 
which is a fast, picosecond time-scale process, which 
occurs comparatively infrequently, only on a mil- 
lisecond time scale. In such a case the trajectory 
averages will be sensitive to the number of rare 
events that are simulated. 

(b) The system may change intrinsically slow, in 
which case trajectory averages will display a contin- 
uous change as a function of time. 

The relaxation and dynamics of the different pro- 
tein properties occurring in an MD simulation can be 
analyzed by different means. 

(1) For equilibrium simulations one may monitor 
the time series of a property Q(t), or its average 
(O(t)) or fluctuations ( [ a ( t )  - (Q)]2)1/2, or  calcu- 
late its autocorrelation function (Q(t')Q(t' + t)). The 
decay time of the auto-correlation function, or the 
build-up rates of the trajectory averages give an 
indication of 7-relax(Q). 

(2) When starting a simulation from a non-equi- 
librium initial state, the rate of relaxation towards 
equilibrium for different properties Q(t) will give an 
indication of 7-relax(Q). 

(3) If different MD simulations starting from dif- 
ferent initial states do not converge to the same 
trajectory average for property Q, it can be con- 
cluded that "rrelax(Q) is longer than the simulation 
time. 

In this paper we give examples of the way protein 
motion is reflected in the various protein properties 
that can be calculated from simulated trajectories. In 
Section 2, we briefly characterize the different types 
of motion and their dependence on thermodynamic 
parameters. Subsequently, we demonstrate the de- 
pendence of different energetic and structural quanti- 
ties upon the time scale of protein and solvent 
motion. Out of convenience the examples have been 
taken from our own current and previous work. In 
Section 3 we discuss the results and draw a few 
practical conclusions with respect to the simulation 
and analysis of protein motion. 

2. Time scales of  molecular motion 

The time scale of change or relaxation of a partic- 
ular physical quantity calculated for a particular 
molecular system will depend on the type of molecu- 
lar system, the thermodynamic state point of interest 
and the particular quantity or property. 

2.1. Type of molecular system 

The dynamics of a protein in solution will involve 
different types of motions. For the protein we may 
distinguish overall translation and rotation, relative 
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motion of domains, secondary structure elements or 
loops, the motion of amino acid residue sidechains, 
flips of backbone (~, ~b, to) or sidechain (X)  an- 
gles, internal vibrations of secondary structure ele- 
ments, and bond-angle and bond-length vibrations. 
The characteristic times of these motions range from 
femtoseconds to tens of nanoseconds, and can there- 
fore only partially be sampled in a nanosecond tra- 
jectory. For the solvent the relaxation times cover a 
smaller range, from femtoseconds to tens of picosec- 
onds for collective properties, which can be properly 
sampled when averaging over many (hundreds) of 
solvent molecules and nanosecond trajectories. 

2.2. Thermodynamic state point 

The extent and relaxation time of the motion of a 
molecular system will be very sensitive to the ther- 
modynamic state point at which the simulation is 
carried out. For protein crystals below about 250 K 
the atomic motion is mainly harmonic. At room 
temperature a folded protein will display very non- 
harmonic motion around its average folded confor- 
mation, which also will depend on its solvent envi- 
ronment [9]. At high pressure, the motions seem 
slightly slowed down [10]. The effects of a change in 
pH or ionic strength of the solution upon the dynam- 
ics of a protein have not yet been studied in detail by 
MD simulation. 

2.3.1. Energy 
When simulating a system in equilibrium various 

properties such as the total potential energy or the 
different types of energies (Coulomb, van der Waals, 
etc.) are generally monitored in order to determine 
when the system reaches a more or less stable state. 
However, a stable behaviour of these types of total 
potential energies does not necessarily imply that the 
energy components due to different parts of the 
system are at equilibrium. This is illustrated in Fig. 1 
for an MD simulation of lysozyme in water. The 
total van der Waals energy seems to be stabilized 
after about 500 ps (upper panel), but the protein- 
water van der Waals energy is steadily decreasing 
accompanied by a steady (smaller) increase of the 
protein-protein van der Waals energy (lower panel) 
and the water-water energy (not shown), during the 
whole 1 ns simulation period. The slow relaxation of 
the protein-water interface is only apparent if the 
appropriate energy component is monitored. 

2.3.2. Structural quantities 
A variety of structural properties may be moni- 

tored as a function of time. Fig. 2 shows the root 
mean square (rms) deviation of the C a atom posi- 
tions averaged over 50 ps for three MD simulations 
of lysozyme from their initial positions in the X-ray 

33000 

2.3. Property of interest 

In this section we illustrate the differences in 
relaxation of different physical quantities as ob- 
served in MD simulations of the proteins hen egg- 
white lysozyme and bovine pancreatic trypsin in- 
hibitor (BPTI), and of the cyclic sugar molecule 
ot-cyclodextrin in aqueous solution. The relaxation 
behaviour of a pure liquid is illustrated using chloro- 
form as example and that of a high salt solution by 
considering a solution of 1 molar NaCI. The set-up 
of each of these simulations has been reported else- 
where [10-18] and will not be repeated here. All 
simulations were carried out using the GROMOS 
simulation package and force field [19], in some 
cases with the modification mentioned in [17]. 
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Fig. 1. Van der Waals non-bonded energy of lysozyme in water as 
a function of time. The data points represent 25 ps averages. 
Upper panel: total energy (solid line). Lower panel: intra-protein 
energy (dotted line), protein-water energy (dot-dashed line). 
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Fig. 2. Root mean square positional deviation of the C,~ atoms 
between the initial X-ray structure and 50 ps averages from three 
MD simulations of lysozyme. Dotted line: lysozyme in vacuo, 
GROMOS87, 37D4 force field [19]. Dot-dashed line: lysozyme 
with 5345 SPC water molecules, GROMOS87, 37C4 force field 
[19]. Solid line: idem, but with modified carbon-to-water-oxygen 
van der Waals parameter [17]. 

structure. The deviation from the X-ray structure 
stabilizes much faster in vacuo (dotted line), after 
about 250 ps, than in aqueous solution. Using the 
standard GROMOS87 force field with the simple 
point charge (SPC) water model [19] the deviation is 
steadily increasing over a whole nanosecond (dot- 
dashed line). This is due to a too favourable carbon- 
to-water-oxygen van der Waals interaction, which 
tends to slowly expose more and more hydrophobic 
area to the solvent. When this interaction is modified 
[17], the deviation from the X-ray structure stabilizes 
after about 600 ps (solid line). Fig. 2 illustrates that 
the structural relaxation of a protein is much slower 
in water than in vacuo. 

Conventional crystallographic refinement of a 
protein structure also yields a set of isotropic atomic 
temperature or B-factors. Their size is indicative of 
the amount of motion or disorder that is present in 
the crystal on the time scale of the diffraction experi- 
ment, which ranges from seconds to days. Using the 
relation 

B i = (87r2/3)Ar 2, (10) 

where A r 2 is the mean square fluctuation of atom i 
around its average position, one may calculate the 
correlation between the crystallographic atomic B- 
factors and the ones obtained by averaging over 
different periods of an MD trajectory. The correla- 

tion coefficients obtained for the MD simulation of 
lysozyme in water using the modified GROMOS 
force field [17] are shown in Fig. 3. The curves 
based on B-factors averaged over 50 ps or 200 ps 
show that these averaging periods are too short to 
obtain a reliable estimate of the atomic positional 
fluctuations. Only when averaging over 500 ps or 
longer do the B-factors become less sensitive to the 
time points between which the averaging is carried 
out. Fig. 3 illustrates that the build-up time of atomic 
positional fluctuations in proteins is of the order of 
hundreds of picoseconds. 

Hydrogen bonds are formed and broken on all 
time scales observable in an MD simulation. In 
crystals of a-cylcodextrin-6H20, two water mole- 
cules, denoted by A and B, are enclosed in the 
a-cyclodextrin cavity. Neutron diffraction results in- 
dicate that the predominant hydrogen bonding con- 
figuration of these water molecules is OWA- 
H . . . O W B  [21]. A 15 ps MD simulation of 4 unit 
cells of crystalline a-cyclodextrin, comprising 16 
a-cyclodextrin molecules, has been reported earlier 
[11]. Fig. 4 shows the direction of the hydrogen bond 
between the 16 equivalent pairs of water molecules 
A and B, and which H-atom is involved in the 
hydrogen bond, as a function of time. Only 6 pairs 
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0 .7  /' ,' ,, ' \  j ~ ,  ~ ' \  # . / / ' .  ~ - .  ' . 

,' ', ~', ~ ~ , t ~ ,,," 

o.~ " ' - , , "  "~ ~ ~ ', ,\ , , ' ~ '  ' " , 

" i  " ~ i / ' ~ ,  i,"' o.s ,,, , ,, ', 

0 .4  ~ - - 4 < 5 0 p s >  ~L 
e -  - - o  < 2 0 0 p s >  

J 
- -  ~ < 5 0 0 p s >  

< l O 0 0 p s >  i t 

0 .3  a , L , ~ , ~ , L , ~ , ~ , ~ , , 10~00 , 1 O0 2 0 0  3 0 0  4 0 0  5 0 0  6 0 0  7 0 0  8 0 0  9 0 0  11 O0 

T i m e  [ps} 

Fig. 3. Correlation coefficient for atomic B-factors or mean square 
fluctuations (Eq. (10)) obtained by conventional crystallographic 
refinement of lysozyme [20] and calculated over different periods 
of the MD simulation of lysozyme in water with the modified 
GROMOS force field [17]. The averaging windows are: 50 ps 
(dotted line), 200 ps (dot-dashed line), 500 ps (dashed line) and 
1000 ps (solid line). 
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Fig. 4. Presence and directionality of the hydrogen bonds between water molecules A and B in the cavities of the 16 a-cyclodextrin 
molecules of 4 unit cells of crystalline a-cyclodextrin-6H20 during a 15 ps MD simulation [11]. 

show uninterrupted hydrogen bonds. Five pairs show 
flip-flop behaviour, i.e. the hydrogen bond changes 
direction. On average the OWA-H. . .  OWB configu- 
ration is present for 80% of the time, in accordance 
with experiment [11]. The type of behaviour shown 
in Fig. 4 is also observed in much longer MD 
simulations of proteins. 

Fig. 5 illustrates how rare events can influence a 
trajectory average calculated from an MD simula- 
tion. The upper panel shows the value of the back- 
bone q>-angle (C-N-C,~-C)  of residue Ile 78 of 
lysozyme as a function of time for the MD simula- 
tion of lysozyme in water using the modified GRO- 
MOS force field. The ~angle  switches occasionally 
between two relatively stable states. The order pa- 
rameter 

) $2 = 7 3 )". ( /z , , /z~)  2 - 1 , (11) 
l f l = l  

which can be related to  15N NMR relaxation parame- 
ters, is sensitive to the value of the ~angle,  since/% 
(t~ = x, y, z)  denotes the three cartesian components 
of the lSN-H vector of the peptide nitrogen. The 

lower panel of Fig. 5 shows the trajectory averaged 
S 2 parameters as a function of time for three residues, 
Cys 76 (dotted line), Asn 77 (dashed line) and Ile 78 
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Fig. 5. Peptide q>-angle of Ile 78 of lysozyme as a function of time 
for the period 300-1100 ps of the MD simulation of lysozyme in 
water using the modified GROMOS force field. The lower panel 
displays the 15N order parameters S 2 (see Eq. (11)) for residues 
Cys 76 (dotted line), Asn 77 (dashed line) and Ile 78 (solid line). 
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(solid line). If the averaging period is of the same 
order of  magnitude as the time between the rare 
~-angle flips, every ~-flip is reflected in a change in 
S 2. So, for a proper evaluation of  the accuracy of 
trajectory averages, the analysis of  averages as a 
function of  time is a necessary, but not sufficient 
condition. 

The conformation of  a protein is generally charac- 
terized in terms of  secondary structure elements, 
such as a-helices, /3-sheets, etc. In Fig. 6 the evolu- 
tion of  different secondary structure elements of  
lysozyme in water is displayed as a function of  time. 
The fl-sheet and the a-helices A, B and C are rather 
stable, although some fraying is observed at the ends 
of  the helices. The 31° helices change character to 
a-helical, only very rarely recurring to a 31° form. 
Fig. 6 illustrates the fluctuating nature of  protein 
structure, but does not indicate the occurrence of  
more collective modes. 

Since the native state of  lysozyme is characterized 
by two structural domains, one consisting primarily 
of  a-helices (a-domain,  residues 1 -37  and 88-129)  
and the other dominated by a section of  triple- 

stranded /3-sheet (fl-domain, residues 41-84),  one 
might expect to find a low-frequency vibration of  the 
two domains with respect to each other. The autocor- 
relation function for the distance between the centres 
of  mass of  the two domains as calculated from the 
trajectory of  lysozyme in water with the non-mod- 
ified GROMOS force field is shown in Fig. 7. It 
displays a damped oscillatory motion with a fre- 
quency of  about 0.08 cm-~ and a friction coefficient 
of 2.3 ns -~. However, since the length of the MD 
simulation is only slightly more than twice the oscil- 
lation time of  400 ps, the statistical reliability of  the 
slow mode in Fig. 7 is virtually zero. The part of the 
correlation function beyond 100 ps, a tenth of the 
simulation period, may not be considered to be 
statistically well sampled. So, no conclusions about 
hinge-bending motion in lysozyme should be drawn 
from Fig. 7. 

Other slow processes are the translational and 
rotational motion of  a protein in solution. These 
motions have been analyzed using 1 ns trajectories 
of BPTI and lysozyme in water [13]. The transla- 
tional diffusion constants were in good agreement 
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with existing experimental values, but the rotational 
correlation times were slightly short, indicating faster 
rotational diffusion compared to experiment. 

2.3.3. NMR relaxation 
NMR experiments can provide valuable informa- 

tion concerning the dynamics of proteins in solution. 
The dipolar relaxation between two nuclei can be 
related to the time correlation function C(t) describ- 
ing the orientation of the interatomic vector between 
the two nuclei [23]. If the relaxation due to the 
overall rotation of the protein is decoupled from the 
relaxation due to internal dynamics, the total correla- 
tion function can be factorized, 

C( t) = ½CR( t ) C I (  t ) ,  (12) 

where the correlation functions C a ( t )  and Cl(t) are 
related to the overall rotational tumbling and the 
internal dynamics of the protein. Assuming isotropic 
Debye rotational diffusion of the protein we have 

CR(t ) ----- e - t / ' " ,  (13) 

where r a is the rotational correlation time. 
The internal correlation function is given by [24] 

C,(t) = (P2(p , (0 )  • / x ( t ) ) ) ,  (14) 

where /x(t) is the orientation of the interatomic 
vector at time t as measured in the protein coordi- 
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Fig. 8. Internal orientational correlation functions Cl(t) (Eq. (14)) 
for the 15N-H (A) and 13C,~-H (B) vectors obtained from a 1 ns 
MD trajectory of BPTI in a box with 2371 water molecules [15]. 
A bi-exponential fit to the functions is also shown. 
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Fig. 7. Autocorrelation function of the distance between the 
centres of mass of the a-domain (residues 1-37 and 88-129) and 
of the /3-domain (residues 41-84) of lysozyme for a 1000 ps MD 
simulation of this protein in water, using the non-modified GRO- 
MOS force field. 

nate frame, P2 is the 2nd rank Legendre polynomial 
and ( . . . )  denotes a trajectory average over the 
simulation. Typical examples of the correlation func- 
tion Ci(t) obtained for the N-H and C~-H vectors of 
different residues of BPTI from a 1 ns MD simula- 
tion of this protein in a box with 2371 water 
molecules, are shown in Fig. 8 [15]. The correlation 
functions display a fast initial decay with only a 
small additional decay from longer time motions. In 
general, the N-H vectors display a higher degree of 
motional averaging than the C~-H vectors. 

Fig. 9 shows the T~ relaxation rates for BPTI as a 
function of residue number as obtained from the MD 
simulation [15]. The solid line represents the contri- 
bution from the overall rotation of the protein, the 
dotted line represents the contribution from the slow 
internal decay processes. The contribution of the fast 
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internal decay processes is negligibly small. The 
calculated /'1 relaxation rates are determined almost 
solely by the order parameters (S 2) and the overall 
rotational correlation time (~'R) of the protein, which 
quantities are poorly sampled even in a 1 ns MD 
simulation. 

2.3.4. Dielectric relaxation 
The dielectric properties of a protein can be re- 

lated [25] to the fluctuations and the autocorrelation 
function of the total dipole moment of the protein 

N 

M(t )  = ~, qiri(t), (15) 
i=1 

where qi is the charge on atom i, r~ is the position 
of atom i with respect to the centre of mass of the 
protein, and N is the number of protein atoms. The 
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13Ca (B) nuclei of  BPTI obtained from a 1 ns MD trajectory in 
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Fig. 10. Protein dipole moment (Eq. (15)) fluctuation densities 
obtained from MD simulations of BPTI (solid line) and lysozyme 
(dashed line) in water, using the non-modified GROMOS force 
field [12]. The upper set of curves represents fluctuations for all 
atoms while the lower curves are the fluctuations of just the 
peptide (CO-NH) groups. 

dipole moment fluctuation densities for the proteins 
BPTI (solid line) and lysozyme (dashed line) as 
obtained from long MD simulations of these proteins 
in water are shown in Fig. 10 [12]. The upper set of 
curves represents fluctuations for all atoms while the 
lower curves are the fluctuations of just the peptide 
(CO-NH) groups. The peptide groups display a sig- 
nificantly smaller equilibrium fluctuation density due 
to their restricted motion as compared with sidechain 
motion. For both proteins the fluctuation density 
converges in about 1 ns. This is a much longer 
build-up time than is generally observed for a liquid. 
Fig. 11 shows the total dipole moment fluctuations 
as a function of time calculated from an MD trajec- 
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Fig. 11. Total dipole moment fluctuation of a box with 216 
chloroform molecules obtained from MD simulation [16]. 

tory for a box with 216 chloroform molecules [16]. It 
displays a faster build-up. 

The autocorrelation function 

q~(t) -- ( M ( O ) . M ( t ) ) / ( M 2 ( O ) )  (16) 

of the total dipole moment M gives insight into the 
dynamics of the dielectric medium. Fig. 12 shows 
this function for BPTI (solid line) and lysozyme 
(dashed line) [12], while Fig. 13 contains ~ ( t )  for 
liquid chloroform [16]. The dielectric relaxation time 
of the latter is of the order of picoseconds, whereas 
for the proteins BPTI and lysozyme it is of the order 
of nanoseconds. This reflects the different time scales 
governing the atomic motions in these molecular 
systems. 

2.3.5. Free energy of complex formation 
The free energy of a molecular system is depen- 

dent on the extent of phase or configuration space 
that is accessible to the system at the thermodynamic 
state point of interest. Complete sampling of config- 
uration space is not possible except for the simplest 
of model systems. Free-energy calculations of 
biomolecular systems have thus concentrated on the 
determination of the relative free energy between 
two closely related states. In this way only differ- 
ences between the two states need be considered. 
Irrelevant regions of configuration space can be ig- 
nored. Although this greatly simplifies the problem, 
it does not eliminate the necessity to sample relevant 
regions of configuration space, especially if entropic 
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contributions to the free energy are to be correctly 
estimated. If a molecular system shows motions on 
different time scales, these may contribute differently 
to the free energy. 

The sensitivity of the free energy calculated from 
an MD trajectory to the length of the trajectory has 
been demonstrated for the case of the relative free 
energy of binding of p-chlorophenol versus p-meth- 
ylphenol in the cavity of a-cyclodextrin in aqueous 
solution [17]. The difference in free energy between 
two states A and B of a system, of which the 
interaction functions (4) are denoted by V A and V B, 
can be calculated from the expression 

AGBA = fx~a(sv/0A)x dA. (17) 
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Fig. 14. Change in free energy (Eq. (17)) as a function of the 
coupling parameter A for the mutation of p-chlorophenol (A A = 0) 
to p-methylphenol (A B = 1) in water (A) and when bound inside 
the cavity of a-cyclodextfin (B) [17]. The different line styles 
represent MD simulations of different lengths: 25 ps (dotted line), 
50 ps (dashed line), 100 ps (dot-dashed line), 300 ps (solid line). 
The curves have been shifted vertically such that AG = 0 at A = 0 
for ease of comparison. 

Table 1 
Calculated free energies for the mutation from p-Cl-phenol to 
p-CH3-phenol. Values are in El mole-1 

time (ps) water a-CD a-CD-water  

AG hysteresis AG hysteresis AAG 

25 - 4 . 3 3  0.25 3.68 0.51 8.0 
50 - 4 . 9 0  1.22 4.16 0.77 9.1 

100 - 4 . 5 0  0.21 4.18 1.48 8.7 
300 3.42 0.51 7.9 a 

a Value calculated using the AG for water calculated over 100 ps. 

The potential energy function V is made a function 
of the coupling parameter A, such t ha t  V ( A  A) = V A 

and V(AB)= V a. Averaging over configurations 
generated with the interaction function V(A) is de- 
noted by (...);~. The coupling parameter can be 
made a function of time, A(t), such that it slowly 
changes from A A to A B over the time course of an 
MD simulation. 

Fig. 14 shows the change in free energy as a 
function of the coupling parameter A for the muta- 
tion of p-chlorophenol (/~A "~-0) to p-methylphenol 
(A B -- 1) in water (A) and when bound in the cavity 
of ol-cyclodextrin in water (B). The different line 
styles represent simulations of different lengths. Each 
change has been carried out both in forward and 
reverse directions. The difference between AGBA 
and - AGAB is called the hysteresis, which should be 
zero if the change is carried out in a reversible 
manner. The average changes in free energy for the 
forward and reverse mutations and the hysteresis are 
given in Table 1. The hysteresis is a non-monotonic 
function of time, which is due to different relaxation 
processes contributing to AG. When the simulation 
time is of the same size as the relaxation time of a 
particular mode of motion, the hysteresis will be 
larger than when these times are very different. So, 
monitoring of the hysteresis as a function of time in 
a free energy simulation gives an indication about 
the time scales of the different modes that are suc- 
cessively accessed when the simulation is proceed- 
ing. Fig. 15 illustrates the range of motion of the 
guest molecule within the c~-cyclodextrin molecule. 

2.3.6. Solvent dynamics 
When simulating a protein in solution the dynam- 

ics of the solvent molecules near the protein surface 
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Fig. 15. Superposition of five snapshots from an MD trajectory of 
p-chlorophenoi bound to a-cyclodextrin showing the range of 
motion of the guest within the host molecule [17]. 

/ 
A 

may be analyzed and correlated with the type of 
protein surface. Such an analysis has been carried 
out for a 1 ns MD simulation of BPTI in aqueous 
solution [14]. Fig. 16 shows a few typical residence 
time distributions for the time a water molecule 
resides in the first hydration shell of a particular 
protein atom. The residence times of individual wa- 
ter molecules coming near a given BPTI atom vary 
greatly and range between 10 and 500 ps. The 
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average residence times are of the order of tens of 
picoseconds, which shows that the hydration shell of 
a protein is rather mobile. 

2.3.7. Ion dynamics 
When simulating a protein in aqueous solution, 

one may include counterions, such as Na + or Cl- ,  in 
order to obtain a neutral system or a specific ionic 
strength [26]. However, since hydrated ions diffuse 
rather slowly, the inclusion of ions in an MD simula- 
tion will lengthen the required equilibration and sam- 

1.5 [ 

Na - Na 

, (a) 

i 

1.0 ! 

I 
I 

0.5 !  

J 
0.0 I 

0 .0  

- -  0-5o [ps i  
- - - - -  50-100 [ps I 

k // 

0.5 1.0 1,5 2.0 
r [rim] 

y o  

50 1 O0 150 0 1 O0 200 300 

I 

0 20 40 60 80 0 100 200 300 400 500 
time [psi 

Fig. 16. Residence time distribution for water molecules in the 
first hydration shell of four atoms on the surface of BPTI as 
obtained from a 1 ns MD simulation of BPTI in aqueous solution 
[14]. 
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piing time to far in the nanosecond time scale. The 
relatively long relaxation time of a distribution of 
ions in water is illustrated in Fig. 17, which shows 
the Na+-Na + (A) and CI - -CI -  (B) radial distribu- 
tion functions obtained from an MD simulation of 40 
Na ÷ and 40 C1- ions with 2127 water molecules in 
a cubic periodic box using the Ewald summation 
method to calculate the long-range electrostatic inter- 
actions [18]. The 50 ps averages differ considerably 
for different parts of the MD trajectory, which indi- 
cates that the ionic distribution has a relaxation time 
much longer than 50 ps. 

3. Discussion and conclusions 

The dynamics of proteins in solution is character- 
ized by a variety of time scales, from femtoseconds 
to seconds. Of these time scales only the faster ones, 
up to nanoseconds, can currently be simulated on a 
computer at atomic detail because of the sizeable 
computing power that is required to integrate the 
atomic equations of motion over time. Local small- 
amplitude motions such as bond and bond-angle 
vibrations can be well sampled within tens of pi- 
coseconds. The dynamical properties of typical sol- 
vents such as water or chloroform can be simulated 
adequately with MD simulations covering hundreds 
of picoseconds. The residence times of water 
molecules at the protein surface lie in the range of 
tens to hundreds of picoseconds, which means that 
they can be crudely sampled in nanosecond simula- 
tions. Internal hydrogen bond fluctuations in a pro- 
tein cover a wide range of time scales, of which only 
a part is within reach of simulations. It has been 
shown that a reliable reproduction of atomic B-fac- 
tors derived from crystallographic refinement re- 
quires averaging periods of at least half a nanosec- 
ond for lysozyme. The dynamics of dielectric proper- 
ties of proteins with sizeable contributions on a 
nanosecond time scale can only qualitatively be stud- 
ied using nanosecond MD simulations. 

A number of processes is still outside reach of 
even nanosecond MD simulations of proteins in wa- 
ter. This has been illustrated for the possible hinge- 
bending mode in lysozyme, for the translational and 
rotational diffusion of proteins and for the NMR 15N 
and 13C relaxation times. The dynamics of hydrated 

ions in solution occurs on a nanosecond time scale, 
which makes a proper sampling of the counterion 
distribution in the solvent around a protein a difficult 
task. 

The inaccessibility to simulation of the complete 
range of time scales contributing to a particular 
measurable protein property makes a proper compar- 
ison of simulated with measured values for such a 
property difficult. The observed discrepancy may be 
due to inadequate sampling of the relevant time 
scales, or to approximations in the atomic interaction 
function or invalid assumptions in the computational 
set-up of the simulation. Inadequate sampling of 
particular modes of motion can be detected by moni- 
toring the time evolution of a variety of physical 
quantities, their mean values or fluctuations or by 
calculation of their correlation functions, if the length 
of the MD simulation is of the same size as the time 
scale of the particular mode. This has been illustrated 
for the calculation of atomic B-factors, NMR order 
parameters and free energies of complex formation. 
However, if the trajectory average of a particular 
quantity shows a stable average and fluctuations, one 
should be aware of the possibility that the observed 
stability is an artifact of the simulation, i.e. that it is 
solely due to a restriction of the motion of the 
protein imposed by the computational set-up. For 
example, the large surface tension of a protein in 
vacuo tends to frustrate a realistic simulation of the 
dynamics of a protein in solution by MD simulation 
in vacuo. The use of extended wall spherical shell 
boundary conditions will also severely restrict the 
amplitude of the atomic motion inside the spherical 
shell of restrained atoms. The use of instantaneous 
atom-atom distance restraints in protein structure 
refinement based on NMR data or the use of instan- 
taneous structure factor restraints in such a refine- 
ment based on X-ray crystallographic data both have 
been shown to lead to a too rigid, static picture of a 
protein in solution or in crystalline environment 
[4,27,28]. 

The utility of MD simulation to study the dynam- 
ics of proteins lies mainly in the possibility to ana- 
lyze at atomic detail the factors that are essentially 
contributing to a particular process or dynamical 
observable. This has been illustrated by the analysis 
of the relatively small contribution of the peptide 
dipoles to the dielectric relaxation of a protein, and 
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by the indication that for a simulation on a nanosec- 
ond time scale the T 1 relaxation rates for 15N and 
t3c NMR relaxation are mainly determined by the 
size of  the overall rotational correlation time and the 
order parameters of  a protein in solution. Molecular 
dynamics simulation can definitely deepen our in- 
sight in the dynamics of  proteins, be it that the 
simulated trajectories are interpreted with caution 
and a clear eye to the limitations of sampling on, 
currently, the nanosecond time scale. 
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