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Systems biology means different things to different 
people1. There are those who see it as a logical con-
tinuation of functional genomics — that is, carrying 
out experiments on the genome scale with the aim of 
understanding how the whole is greater than the sum 
of its parts (see, for example, REFS 2,3). Others see it 
as a branch of mathematical biology (see, for example, 
REFS 4,5), which consists of the study of small systems 
for which sufficient parameters have been measured 
to allow simulations of how the molecules function 
together to achieve a particular outcome. In our view, 
it is both of these things. Molecular biology is no longer 
dominated by studies of single macromolecules — study-
ing pathways, complexes or even entire organisms is now 
the norm.

Genome-sequencing projects have provided a near 
complete list of the components that are present in an 
organism, and post-genomic projects have aimed to 
catalogue the relationships between them. Systems 
biology is mainly about making sense of these relation-
ships when they are considered together. For example, 
understanding metabolic and signalling pathways 
or gene-regulatory networks relies on a detailed 
knowledge of protein–metabolite, protein–protein and 
protein–nucleic-acid interactions.

A full understanding of how molecules interact 
comes only from three-dimensional (3D) structures, 
as they provide crucial atomic details about binding. 
Knowledge of these details allows the more rational 
design of experiments to disrupt an interaction and 
therefore to perturb any system in which the inter action 
is involved. 

Structural-genomics initiatives and the advancing 
pace of structural biology mean that it is increasingly 
rare to find a single protein for which no structural 
information is available or for which structural infor-
mation is not readily accessible by straightforward 
homology modelling 6. It is probable that a near-com-
plete structural picture will be available for most of 
the proteins in any given organism soon. However, 
structural biology remains limited in terms of what 
it can deliver, and still struggles with the structures 
that are of the most relevance to systems biology — that 
is, those in which two or more macromolecules are 
in contact. Large protein complexes or whole sys-
tems require years of study for a detailed structural 
understanding to be reached. To address this prob-
lem, several new techniques have emerged to predict 
and model the structures of interacting proteins. We 
review these here, and discuss how they are already 
having an impact on our understanding of complex 
biological systems. 

What makes structural biology so hard?
Determining the 3D structures of proteins has been 
hard work since the beginning. The first X-ray struc-
tures took decades to solve (see, for example, REF. 7). 
However, the situation has markedly progressed, 
and now individual protein structures can be deter-
mined in a matter of days when sufficient material 
is available. Modern overexpression and purification 
procedures can usually supply sufficient material for 
structural studies on a single protein, but obtain-
ing sufficient material can be an enormous problem 
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Structural genomics
Initiatives to solve X-ray or 
NMR structures in a high-
throughput manner. They are 
usually focused on a single 
organism, pathway or disease, 
or are aimed at providing a 
complete set of protein folds 
(by solving representative 
structures, on the basis of 
which all other structures can 
be modelled).

Homology modelling
A method of protein-structure 
prediction that uses a known 
structure as a modelling 
template for a homologue that 
has been identified on the 
basis of sequence similarity.
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Abstract | Much of systems biology aims to predict the behaviour of biological 
systems on the basis of the set of molecules involved. Understanding the 
interactions between these molecules is therefore crucial to such efforts. 
Although many thousands of interactions are known, precise molecular details are 
available for only a tiny fraction of them. The difficulties that are involved in 
experimentally determining atomic structures for interacting proteins make 
predictive methods essential for progress. Structural details can ultimately turn 
abstract system representations into models that more accurately reflect 
biological reality.
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The protein-interaction 
equivalent of the genome. 
It denotes the set of 
interactions that occur in 
an organism.

for large complexes. The reasons are fairly simple: 
complex assembly, although not well understood, is 
something that requires precise control and timing in 
the cell, and this is not easy to reproduce in a labora-
tory setting. Working with large complexes therefore 
usually involves years of tinkering with systems to 
obtain material from natural sources and growing 
many hundreds or thousands of litres of culture (see, 
for example, REFS 8,9). This is necessary because mil-
ligram concentrations of material are often needed to 
attempt the difficult task of growing crystals that will 
diffract to a high resolution — a task that is also more 
difficult for complexes than for individual proteins.

Reassuringly, several advances are beginning to address 
these problems. For example, attempts to express the 
subunits of a complex together in various organisms have 
shown promise10–12, and improvements in both crystalliza-
tion techniques and synchrotron radiation facilities mean 
that smaller amounts of material can be used to solve large 
structures. Elsewhere, relatively new techniques such as 
cryo-electron microscopy (for example, REF. 13), which 
can reconstruct structures from samples at very low tem-
peratures, can provide lower-resolution structures for large 
complexes using much smaller amounts of material.

However, there is still a large gap between the number 
of complexes that are thought to exist on the basis of 
data from, for example, two-hybrid14–18 or affinity-
purification19–21 techniques and the number for which 
experimental 3D structures are available. And this gap is 
growing with the arrival of the first drafts of the human 
interactome22,23. This has essentially defined the next 
generation of structure prediction — rather than focus-
ing on single proteins, prediction techniques must now 
tackle whole complexes or systems to have the most 
impact in biology 24,25.

What and how to predict
There are many prediction challenges in the protein-
interaction world. Perhaps the most obvious is simply 
to predict ‘who interacts with whom’ (BOX 1). The first 
drafts of whole-organism interactomes from high-
throughput protein-interaction approaches are still 
far from complete26,27, and can therefore be comple-
mented by computational predictions. The late 1990s 
saw the emergence of several methods that have this 
aim. Perhaps the best known are those that are based 
around ‘genomic context’. Here, the unifying theme is to 
propose interactions between proteins for which there 
is evidence of an association, because of similarities 
either in how they are placed relative to each other in 
the hundreds of known genome sequences or in their 
expression profile28–30 (BOX 1). For example, genes that lie 
in the same bacterial operon often encode proteins that 
are functionally associated.

Functional associations that are derived from a 
genomic context do not necessarily imply a direct 
physical interaction between two molecules. Proteins 
at opposite ends of a single pathway or complex can 
give the same signal as those in tight, direct, physical 
contact. Moreover, errors in the underlying genome or 
expression data can also lead to false predictions or to 
inter actions being missed. To overcome these problems, 
several groups are developing methods to combine sev-
eral types of interaction data quantitatively (genome 
context, expression or other)31,32, whilst also consider-
ing the accuracy of each dataset. The result is an overall 
confidence score for each interaction, and higher scores 
are more likely to indicate direct physical contacts. 
The challenge for the future is to somehow make more 
biophysical inferences from such diverse data sources, 
for example, by correlating association scores with real 
physical measurements like dissociation constants33, 
or to develop specific high-throughput quantitative assays 
to measure such constants directly34.

Box 1 | Uncovering protein interactions

Many efforts have been undertaken to provide comprehensive lists of protein–protein 
interactions and uncover the secrets behind cell networks. Experimental methods 
include chemical crosslinking, chemical footprinting, protein arrays, fluorescence resonance 
energy transfer and, more recently, fluorescence cross-correlation spectroscopy95. 
However, the most widely used systems remain the yeast two-hybrid system and affinity 
purifications. The idea behind the yeast two-hybrid system is simple (see figure, part a). In 
the most common variant, a bifunctional transcription factor (usually GAL4) is split into 
its DNA-binding domain (DBD) and its activation domain (AD). Each segment is then 
fused to a protein of interest (X and Y) and if these two proteins interact, the activity of 
the transcription factor is reconstituted. The system has been scaled up and applied in 
genome-scale screens14–18,22,23. For affinity purification (see figure, part b), a protein of 
interest (bait) is tagged with a molecular label (dark purple in the figure) to allow easy 
purification. The tagged protein is then co-purified together with its interacting partners 
(W–Z), which are usually identified by mass spectrometry. This strategy has also been 
applied on a genome scale19–21.

Protein–protein interactions can also be predicted computationally, with accuracies 
that are comparable to those of large-scale experiments27. Most of the computational 
efforts are based on the comparison of complete genome sequences. For example, if two 
protein-coding genes are found to be separate in one species (Sp) and fused to form a 
single gene in another (see figure, part c), a physical interaction is probable30,96. Other 
methods consider only the two proteins of interest (X and Y). For example, they would 
predict that the two proteins interact, or are functionally related, if they show a similar 
pattern of evolution across several species97 (see figure, part d).

The many thousands of protein interactions that have been discovered 
experimentally have been compiled into publicly available databases98–100. Several 
groups are now developing methods to integrate interaction data quantitatively with 
other types of information, such as gene-expression profiles, subcellular localizations 
or literature mining31,32.
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Experimental methods

Chemical crosslinking
The process of chemically 
joining two molecules using a 
covalent bond. Chemical 
agents are used to determine 
near-neighbour relationships, 
to analyse protein structure, 
and to provide information on 
the distance between 
interacting molecules.

Chemical footprinting
A method that takes advantage 
of chemical labelling to study 
protein–protein and 
protein–DNA interactions, by 
identifying the exact residues 
or DNA signature to which a 
protein binds.

Protein arrays
Solid-phase, ligand-binding 
assays that use immobilized 
proteins on different surfaces 
(for example, glass or 
membranes). Bound proteins 
are normally identified using 
specific antibodies.

Fluorescence resonance 
energy transfer
(FRET). The process of energy 
transfer between two 
fluorophores, which can be 
used to measure protein 
interactions in vivo. It can be 
used to determine the distance 
between two molecules 
or between two attachment 
positions in a macromolecule.

Fluorescence cross-
correlation spectroscopy
(FCCS). A technique that 
detects the synchronous 
movement of two biomolecules 
with different fluorescent 
labels. It can be applied to 
live cells.

Both experimental and computational protein-
interaction discovery/prediction methods can miss real 
interactions (false negatives) or identify others that are 
incorrect (false positives). Estimating rates for these is 
difficult, as there is still no ‘gold standard’ for positive 
interactions (protein pairs that are known to interact) 
or, more importantly, for negative interactions (protein 
pairs that are known not to interact). Nevertheless, 
using imperfect benchmark interaction sets, estimates 
of 30–60% false positives and 40–80% false negatives 
have been assigned to high-throughput studies that have 
used two-hybrid or affinity-purification techniques27,35. 
Roughly the same range of values is applicable when 
testing computational approaches27,36, although these 
approaches also suffer from the lack of a definitive 
benchmark.

The above methods, and indeed the experimental 
techniques that identify interactions, say little about 
the molecular details of the association. However, it is 
sometimes possible to pinpoint finer details, such as the 

domains or segments of the proteins that are mediat-
ing the interaction. It is possible to narrow down the 
interacting parts of two proteins experimentally by 
repeating experiments with smaller constructs16, and 
recurring ‘domain signatures’ in pairs of interacting 
proteins can be identified computationally37–39 (BOX 2). 
If a pair of domains is identified repeatedly in interact-
ing pairs of proteins, then these domains are probably 
mediating the interaction. Lists of these signatures 
can then be used either to predict interactions or to 
propose how newly determined interactions might be 
occurring. Approaches such as these usefully narrow 
down the parts of larger proteins that are involved in 
an interaction, but they still fall short of providing 
the atomic detail of the interface that is needed for a 
deeper understanding of what is going on.

Several groups have developed methods to predict 
atomic details for a pair of interacting proteins (BOX 2). 
Classic ‘docking’ approaches attempt to find the best 
docked complex on the basis of shape or electrostatic 

Box 2 | Determining how molecules interact

Even when high-throughput screens provide a complete list of all of the interactions in a cell, the molecular details of these 
interactions are sparse. Variations of these high-throughput methods have been developed to allow a finer determination 
of the interacting domains by replicating the experiments with smaller constructs16. However, high-resolution three-
dimensional (3D) structures of interacting proteins are still the best source of information, as they provide an atomic 
description of the binding interfaces. X-ray crystallography (see figure, part a), which is the most common technique, 
provides atomic-resolution models for proteins and complexes. Although it has no size limit, it is difficult to obtain 
sufficient material for the crystallization of large complexes. NMR (see figure, part b) is limited to proteins that have 
~300 residues, but it has an important role in defining interaction interfaces between proteins for which the 3D structures 
are known (for example, see REF. 101).

The structures of interacting proteins can be modelled computationally if structures have been previously determined for 
suitable homologous proteins. New approaches have been developed to test whether interactions between homologous 
proteins can be modelled on the basis of an interaction of known structure48,49 (see figure, part c).

In the absence of any known or predicted structural information, it is possible to look in a pair of interacting proteins for 
domain or sequence signatures that might mediate binding. Several methods have been developed that look for over-
represented pairs of domains or motifs in interacting proteins37–39,51. These pairs not only provide an explanation for how 
interactions are mediated, but can be used to predict direct interactions between proteins that have been more loosely 
linked (for example, in gene-expression studies). These methods have also predicted several new domain–domain37–39 (see 
figure, part d) and domain–motif 51 (see figure, part e) pairs.
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Protein-fold recognition (or 
threading)
A method of protein-structure 
prediction that attempts to find 
a suitable template on which to 
model a protein of unknown 
structure regardless of any 
sequence similarity (because 
dissimilar sequences can adopt 
similar protein folds). The 
sequence being queried is 
fitted, or threaded, onto a 
library of known structures to 
find out which one is most 
compatible (as measured by 
various structural criteria — for 
example, how well hydrophobic 
residues are buried).

SH3 domain
(Src-homology-3 domain). 
A protein of about 50 amino 
acids that recognizes and binds 
to sequences that are rich in 
proline residues.

SH2 domain
(Src-homology-2 domain). 
A protein motif that recognizes 
and binds to tyrosine-
phosphorylated sequences, 
and thereby has a key role in 
relaying cascades of signal 
transduction.

WW domain
A protein-interaction domain 
that is characterized by a pair 
of tryptophan residues that are 
20–22 amino acids apart, and 
an invariant proline residue 
within a region of 40 amino 
acids. WW domains interact 
with proline-rich regions, 
including those containing 
phosphoserine or 
phosphothreonine.

PDZ domain
(postsynaptic-density protein 
of 95 kDa, Discs large, Zona 
occludens-1). A protein-
interaction domain that often 
occurs in scaffolding proteins 
and is named after the 
founding members of this 
protein family.

complementarity between protein surfaces40,41. To be 
accurate, the docking method generally needs high-
resolution structures of the interacting proteins, and 
usually requires some idea of where the binding sites 
are from mutagenesis or other experiments. In the past, 
this method was only rarely applicable owing to the 
paucity of knowledge of both 3D structures and protein–
protein interactions. However, the growth in both struc-
ture and interaction databases, and techniques such as 
NMR that can identify interaction surfaces on known 
structures, means that this method is experiencing 
something of a rebirth. Innovative new methods have 
been developed to combine docking with chemical-
shift NMR experiments42,43 (for example, HADDOCK; 
see Further information), and encouraging results have 
also been obtained by combining docking with muta-
genesis studies (see, for example, REF. 44) and X-ray 
crystallography (see, for example, REF. 45). For the 
greatest applicability in the future, docking techniques 
will need to work with modelled protein structures: 
the increased pace of structure determination has led 
to representative structures being available for many 
single globular proteins or domains, but it will take 
many more decades for a full set of experimental 
structures to become available. It would also be advan-
tageous if new docking methods could predict interac-
tions between proteins — that is, if they could indicate 
whether or not a pair of proteins interact. Current meth-
ods only search for the optimal fit between two proteins, 
without attempting to distinguish pairs of proteins that 
interact from those that do not. To our knowledge, a 
move in this direction has not been attemped, although 
there is a feeling in the community that this is too great 
a challenge at present. Until the methods can reliably 
estimate binding free energy, predicting interactions 
might not be possible (A. Bonvin and R. Jackson, 
personal communication).

However, docking is not always necessary. There 
are now many thousands of interactions for which 
structural data are available35,46, which means that it is 
increasingly possible to model structures for protein 
interactions on the basis of those that have been seen 
previously. Similar to most modelling efforts, the 
accuracy depends greatly on the degree of sequence 
identity between the target and the template onto 
which it is being modelled. When modelling an interac-
tion, the choice of template is all the more crucial because 
the use of the wrong template can produce results 
that indicate that proteins interact through the wrong 
interface. This is roughly analogous to modelling 
a single protein on another that has a different fold. 
Encouragingly, however, when sequence similarity 
is high (for example, greater than 25–30% sequence 
identity) proteins are highly likely to interact in the 
same way 46, although exceptions are possible47. There 
are cases in which interactions are structurally similar 
despite there being no sequence similarity; the trick is 
to find them.

The past five years have seen the emergence of a new class 
of techniques that model interacting structures by homology 
(for example, InterPReTS48 and MULTIPROSPECTOR49; 

see Further information). The idea is simple — use 
protein–protein complexes for which coordinate data 
are available to model interactions between their homo-
logues. The methods are based on techniques that have 
been borrowed from protein-fold recognition (or threading) 
— namely empirical pair potentials — which are used 
to assess how well a homologous pair of sequences ‘fit’ 
onto a previously determined structure of a complex. The 
principles of native interaction interfaces are learned from 
known structures, and these are used to test new inter-
faces that have been modelled on the basis of homology. 
In this way, it has become possible to predict specificities 
for large protein families (for example, those between 
fibroblast growth factors (FGFs) and their receptors48) 
and to predict interactions on a genome scale by applying 
these techniques to all of the possible interacting pro-
teins36. However, these approaches are far from perfect, 
and they suffer if the interactions involve conforma-
tional changes at the interface, or if the modelled inter-
faces contain insertions or deletions with respect to the 
template that are not accurately modelled.

The above methods usually assume that the proteins 
will interact using two relatively large interfaces (that is, 
domain–domain interactions). However, it is well estab-
lished that many interactions, particularly those of lower 
affinity, are, in fact, mediated by one domain binding to 
a small stretch of polypeptide in another protein. These 
types of interaction are difficult to detect and study 
computationally or experimentally, because they often 
involve unstructured parts of the polypeptide chain 
that become ordered only on binding50. Interactions that 
involve phosphorylation events fall into this category, as 
do hundreds of short peptide sequences that are known 
to bind to particular domains (for example, Src-homol-
ogy-3 (SH3) domains bind the motif PXXP, where X is any 
amino acid). There are likely to be more such interactions 
in nature than those that are known at present51. Peptides 
that associate with a particular domain often share a 
consensus sequence pattern or linear motif that can, in 
principle, be useful for predicting new interaction sites 
for cases in which the sites have not been determined 
experimentally. The Eukaryotic Linear Motif (ELM) 
resource (see Further information) provides the means 
to do this for several hundreds of known motifs52. There 
are also several other initiatives that aim to predict phos-
phorylation sites, such as NetPhos53 and PhosphoELM54 
(see Further information), by deriving principles from 
known sites for particular kinases. Structural informa-
tion can also have a role in finding new interaction 
sites for domain–motif pairs that are already known 
(for example, SH3-domain–PXXP-motif interactions). 
Recent years have seen the development of several new 
approaches that use the structures of known protein–
peptide-ligand complexes to identify potential new 
ligands in genomes (see, for example, REFS 55,56). Such 
approaches have already predicted putative new bind-
ing sites for Src-homology-2 (SH2) domains, SH3 domains, 
WW domains and PDZ domains (see iSPOT in the Further 
information).

Despite the clear advances, it is worth remember-
ing that all of the methods that predict these types of 
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RAD51
The early steps of 
recombination involving 
homologous pairing and strand 
exchange are promoted by 
proteins of the RecA/RAD51 
family of recombinases in all 
organisms. Human RAD51 is a 
relatively small protein, but it is 
functional as a long helical 
polymer that is made up of 
hundreds of monomers.

interaction — whether they are structure-based or 
otherwise — are error prone. Often, only a handful of 
experimentally verified interaction sites are available, 
which makes deriving general principles — and indeed 
even error rates — difficult. Moreover, most interac-
tion motifs have only a handful of important residues, 
which makes it probable that interactions will be pre-
dicted by chance for non-functional sequences. Some 
interaction sites, such as those for the cyclin-dependent 
kinases (CDKs), have a relatively complex motif (SPXR 
for CDKs) and can therefore be predicted with some 
confidence. However, others, such as those for tyrosine 
kinases, have little in common apart from a phospho-
rylated tyrosine and are therefore nearly impossible to 
predict from sequence alone.

All interactions details — whether identified experi-
mentally or predicted computationally — need to be 
considered together with protein context. Proteins can 
be expressed at different times during the cell cycle, 
and in different tissues or cellular compartments. It is 
certainly possible to see interactions experimentally 
or to predict or model interactions between proteins 
that do not, in fact, ever ‘see’ each other in nature48. 
Computational and experimental results both need to 
allow for the fact that an in vitro interaction might have 
no in vivo meaning.

There are not only many types of protein–protein 
interaction, but many different strengths of interaction. 
There is an affinity range of more than ten orders of mag-
nitude across functionally relevant interactions in the cell 
(Kd values are typically between ~10–14–10–5 M; REF. 57). The 
techniques discussed above can give some crude insights 
into affinities on the basis of the interaction type (for exam-
ple, domain–domain interactions are normally tighter 
than domain–peptide interactions, and phosphorylated 
peptides usually bind more strongly than other peptides), 
but accurate values are difficult to obtain experimentally or 
theoretically. The development of generalized systems to 
determine or predict kinetic parameters for protein inter-
actions (for example, Kd, kon and koff values) is certainly an 
important challenge for the future.

Complex complexes
Macromolecular complexes are the foundation of bio-
logical activity in cells — they are the tiny machines that 
carry out most of the textbook processes. For example, 
replication, transcription, splicing, translation and 
metabolism are all carried out by a series of molecular 
machines. Many complexes have now been identified in 
the sense that their components have been determined, 
but 3D structural information is available for only a few 
of them. It is therefore timely to develop approaches 
that can determine the structures of complexes on the 
basis of the structural information that is available for 
the individual subunits and their interactions, and to 
couple this approach with any available low-resolution 
structural information (for example, from electron 
microscopy).

X-ray crystallographers — perhaps frustrated by 
the technical problems that are involved in solving the 
structures of large complexes — often use data from other 

sources to obtain the best possible structural model. For 
example, Nagai and co-workers determined the crystal 
structures of two subcomplexes from human small 
nuclear ribonucleoprotein particles (snRNPs) and, in 
the absence of structural information for the complete 
seven-component snRNP ring complex, managed to 
build a single model that was consistent with the protein-
interaction, mutagenesis and electron-microscopy data 
that were available at the time58. Now, such approaches 
are essential when working with large complexes. The 
structures of the bacteriophage-T4 baseplate59, RAD51 
(REF. 60), the ribosome61 and actin–myosin fibres62 have all 
been elucidated using these hybrid approaches (BOX 3).

Computational biologists have since taken up the 
challenge of constructing complexes from their compo-
nent parts. The relatively high proportion of structures 
that are available for individual subunits makes the use 
of docking methods an attractive possibility. For exam-
ple, Nussinov, Wolfson and co-workers have developed 
a multi-docking procedure, in which docking results are 
first considered for the components in a pairwise fashion 
and are then combined to generate the most coherent 
structures for a complex63. Our own research is focused 
on first finding suitable 3D templates on which to model 
binary interactions, and then combining them in a simi-
lar fashion24,25.

More structured pathways
Pathways have long been a convenient way of summariz-
ing the results of many hundreds of experiments in order 
to chart the flow of signals or metabolites in a cell. The 
past decade has prompted the creation of several data-
bases of metabolic and signalling pathways (for example, 
BioCyc64, Kyoto Encyclopedia of Genes and Genomes 
(KEGG)65, BioCarta, Signal Transduction Knowledge 
Environment (STKE) and Reactome66; see Further infor-
mation). In general, these resources represent the rela-
tionships between molecules in a cell either as reactions 
or as activation or inhibition events. Although some of 
them try to capture specific details of the interaction 
(for example, phosphorylation sites), like most systems-
biology data sets, they generally lack functional details 
about what an arrow between two proteins actually 
means.

Known structures, predicted interactions and 
predicted binding sites can greatly illuminate the under-
standing of a pathway. FIGURE 1 shows the known or pre-
dicted structural details for a part of the FGF signalling 
pathway. Crystal structures are available for the interac-
tion of FGF1 and FGF2 with two of the three extracel-
lular domains of the receptors FGFR1 and FGFR2a, 
respectively (see, for example, REFS 67,68). Crystal 
structures are also available for FGF10–FGFR2b (REF. 69) 
and FGF1–FGFR3c (REF. 70). This structural information 
covers only a small fraction of the possible interactions 
between these families of ligands and receptors. There 
are over 30 FGF homologues in humans and at least 
7 different receptors, and the specificities are not well 
established. There is therefore a need for inter action-
modelling techniques (see, for example, REFS 48,49) to 
predict the precise pairings.
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Exosome
A protein complex found in 
eukaryotes and archae that 
has 3′→5′ exonuclease activity 
and is involved in RNA 
processing and degradation. 

The binding of ligands to FGFRs leads to receptor 
dimerization and the subsequent activation of the kinase 
domain that is located inside the cell and is linked to 
the ligand-binding domains by a transmembrane helix. 
Crystal structures are available for the dimeric form of the 
intracellular tyrosine-kinase domain of FGFR1 (REF. 71) 
(FIG. 1). This structure, when combined with knowledge 
of how other kinases bind ligands and ATP, might help in 
the identification of suitable target phosphorylation sites 
for this kinase, both intramolecular and intermolecular. 
Autophosphorylation of the kinase (see, for example, 
REF. 72) leads to the recruitment of several other proteins 
— such as FRS2 (FGFR substrate-2) and SHC1 (SH2-
domain-containing transforming protein-1) — through 
their phosphotyrosine binding (PTB) or SH2 domains, 
and to the subsequent phosphorylation of sites on these 
proteins by the receptor tyrosine kinase73,74. These sites are 
then recognized by the SH2 domains of other proteins, 
including GRB2 (growth-factor-receptor-bound protein-2; 
REF. 75) and SHP2 (SH2-domain-containing tyrosine 
phosphatase-2; REF. 76). Crystal structures or models 
are available for many of these PTB and SH2 domains 
(see, for example, REFS 77–79), but modelling is required 
to infer how they interact with their substrates (that is, 
modelling on the basis of other PTB- or SH2-domain 
structures that have been solved in complex with their 
peptide substrates; see, for example, REF. 80). GRB2 and 
SHP2 then bind to other proteins further downstream in 
the cascade. For example, the C-terminal SH3 domain 
of  GRB2 binds to proline-rich segments in the C terminus of 

SOS1 (son-of-sevenless-1; REF. 81) — an interac-
tion that can be modelled on the basis of other 
SH3–peptide complexes (see, for example, REF. 82) (FIG. 1). 
SOS1 binds to Ras, and a human crystal structure is avail-
able for this interaction83. Ras then goes on to bind to Raf1, 
and this interaction can be modelled on the basis of a 
related crystal structure84. The model reveals that the 
binding of Raf1 and SOS1 to Ras are mutally exclusive, 
because they bind to the same part of the Ras molecule 
(FIG. 1). Similar details can be gleaned for much of the rest 
of this pathway (and several others), from the receptor all 
the way to the nucleus. The quest for structural under-
standing can also highlight important missing details 
— for example, the precise location of phosphorylation 
sites is often not known, which necessitates methods to 
predict them (see above).

Combining pathways with 3D details ultimately makes 
them more useful for systems biology. If the nature of 
an interaction is known (for example, domain–domain 
versus domain–peptide), then it is easier to estimate 
the affinity of the association. Structures can also give 
information on the order of events in a pathway, by 
indicating which interactions cannot occur simultane-
ously owing to a common binding interface and by 
indicating, for example, that SH2 binding must be 
preceded by tyrosine phosphorylation. It also provides 
a more rational basis for deciding how to interfere 
with a pathway in order to study it or to treat a par-
ticular disease. Chemically tractable targets, such as 
protein kinases, can be considered in relation to their 

Box 3 | Hybrid methods for determining the structures of complex assemblies

In the absence of atomic-resolution data, approximate 
atomic models of complex assemblies can be derived using 
a combination of several lower-resolution techniques. For 
example, a three-dimensional (3D) structure of the small 
nuclear ribonucleoprotein particles (snRNPs) that bind to 
pre-messenger RNA to form the spliceosome has been 
proposed by integrating different data types102. The 
figure shows the modelling strategy that was used to obtain 
the structure of the U1 snRNP. High-resolution structures of 
the Sm proteins and U1-A were determined by X-ray 
crystallography, and the relative positions of the Sm 
proteins inside the ring (yellow) were determined by 
crosslinking studies. The RNA pieces were modelled 
according to the known binding interactions (stem II, red; 
stem IV, orange; and stem I, dark blue). The total volume 
was determined by cryo-electron microscopy (cryo-EM; 
light blue), and all the available 3D models were fitted into 
the cryo-EM map. Finally, the approximate volumes of the 
proteins U1-70k, Sm-B and U1-C, for which 3D structures 
are not available, were used to predict their location in the 
cryo-EM map.

Hybrid approaches have also been used to propose structures for other big macromolecular complexes, such as the 
Saccharomyces cerevisiae exosome103, the bacteriophage-T4 baseplate59 and RAD51 (REF. 60). Hybrid methods are 
also well suited to the study of complex dynamics, because cryo-EM can often capture complexes in different 
conformations. For example, substantial rearrangements in the components of the ribosome are needed to account 
for the large differences that are observed between the tight and loose conformations of the 70S ribosome of 
Escherichia coli 61. From a more functional perspective, fitting the atomic models of actin and myosin into a 
14-Å-resolution cryo-EM map has revealed the molecular details of the actin–myosin interaction62.

The figure was kindly provided by H. Stark, Max Planck Institute for Biophysical Chemistry, Göttingen, Germany.
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promiscuity (in terms of the number of substrates they 
have), and less tractable interactions, such as large pro-
tein–protein interfaces, can be avoided.

The previous example illustrates how known struc-
tures, when combined with modelling, can provide 
insights into the interacting components of a well-
studied pathway. However, a more tantalizing pos-
sibility is to use interaction modelling/prediction 
as a means to propose new pathway elements, or 
indeed pathways that are completely new. A com-
bination of interaction data and gene-expression 
information can indicate sets of proteins that func-
tion together in some way. Combining this informa-
tion with methods to predict protein interactions can 
be used to give insights into the molecular details 
of the interactions, and therefore to give some 
guidance regarding the order of events (see above). 
Such approaches might also allow us to determine 

whether clusters of interacting proteins correspond to a 
single large complex or to a set of proteins that belong to 
a pathway.

A crucial part of studying any system is to consider 
the system in vivo. Strictly speaking, no pathway truly 
exists as an independent entity in nature. For example, 
a metabolic pathway is a representation of a set of co-
localized proteins — with various concentrations, inter-
action partners and 3D structures — that behave a certain 
way in the presence of particular metabolites. Signalling 
pathways are also somewhat artificial, and are often a col-
lection of molecules that have been selected from a much 
larger network to illustrate a particular aspect of biologi-
cal function. For example, the Wnt (Wingless/Int-1)85 
and glycogen-synthase-kinase-3 (REF. 86) pathways are 
highly overlapping and differ mainly in terms of the 
molecule that is central to the biological principle being 
discussed. A structural perspective on these systems 

Figure 1 | Structural details of part of the fibroblast-
growth-factor signalling pathway. a | The structural 
details for part of the fibroblast growth factor (FGF) 
pathway. b | The same pathway shown schematically. In 
part a, the structures of three protein complexes are 
shown (FGF1–FGF-receptor-1 (FGFR1) (blue–red), 
son-of-sevenless-1 (SOS1)–Ras (blue–red) and Ras–Raf1 
(red–green)). The structures that are involved in domain–
peptide or phosphorylation interactions are coloured 
according to the secondary structure of the domain 
(α-helices are in purple, β-strands are in yellow, and turns 
are in light blue), and the interacting peptides are 
coloured red or orange, or are shown schematically. Solid 
black arrows denote activation events, whereas dashed 
arrows indicate an interaction between a domain of one 
protein and a particular region of another (if known, the 
labels on these arrows indicate the residues that the 
domain binds). The steps are as follows. Step 1, FGF1 
binds FGFR1, which dimerizes and autophosphorylates. 
Step 2, the SH2-domain-containing transforming 
protein-1 (SHC1) phosphotyrosine-binding (PTB) domain 
binds phosphotyrosine (pTyr) on FGFR1, and FGFR1 
phosphorylates SHC1. Step 3, the FGFR substrate-2 
(FRS2) PTB domain binds pTyr on FGFR1 and FGFR1 
phosphorylates FRS2. Step 4, the SH2-domain-
containing tyrosine phosphatase-2 (SHP2) SH2 domain 
binds pTyr on FRS2. Step 5, the growth-factor-receptor-
bound protein-2 (GRB2) Src-homology-2 (SH2) domain 
binds pTyr on SHP2 (SHP2 is possibly phosphorylated by 
FGFR1) and its C-terminal Src-homology-3 (SH3) domain 
binds SHP2. Step 6, the GRB2 SH2 domain binds pTyr on 
SHC1. Step 7, the C-terminal SH3 domain of GRB2 binds 
the SOS1 Pro-rich region (GRB2 can also bind to FRS2). 
Step 8, the SOS1 globular domains bind and activate Ras. 
Step 9, Ras binds Raf1, which results in mitogen-
activated-protein-kinase recruitment. The Protein Data 
Bank accession codes that were used to create the 
structures shown in this figure are: 1EVT for the FGF1–
FGFR1 complex; 1IRS, which was used to model the PTB 
domains of FRS2 and SHC1; 1FMK, which was used to 
model the SH2 domains of SHP2, GRB2 and SHC1; 1GRI 
and 1N5Z, which were used to model the N- and 
C-terminal SH3 domains of GRB2, respectively; 1BKD for 
the Ras–SOS1 complex; and 1C1Y, which was used to 
model the Ras–Raf1 complex. 
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should allow us to step away from these rather artificial, 
discrete divisions, and to move towards a more systematic 
definition of the pathways in a cell.

From networks to real life
Interaction networks provide a convenient framework 
for understanding complex biological systems and the 

study of their inherent properties has proven extremely 
useful. However, these properties are sometimes too 
abstract to be readily applicable to biology and, again, 
the networks lack structural details.

Soon after the first genome-scale protein-interaction 
maps became available, certain trends became clear. 
Perhaps the best known is that biological networks tend 
to be scale free 87 — that is, the number of connections per 
molecule is not distributed randomly. Instead, they fol-
low a power-law distribution such that most nodes have 
only a few connections, and a small number of ‘hubs’ 
are highly connected. The deletion of such hubs is often 
lethal, which is logical because something so centrally 
connected probably affects many crucial cellular pro-
cesses 88. Thinking in terms of structure can have a role in 
rationalizing these hubs, as well as other abstract proper-
ties of the network. For example, it is difficult to imagine 
how a protein can interact with over 100 partners unless 
it has a global housekeeping function (for example, it 
could be involved in post-translational modification, 
refolding or degradation) and uses the same surface in all 
the interactions. Indeed, this is the case for many of these 
hubs: they are often proteins that are responsible for the 
correct functioning of the entire cell, not only a particular 
pro cess. These include chaperones and components of 
the protein-synthesis or -degradation machinery, whereas 
proteins in the network periphery, with few interaction 
partners, are more often their targets. However, in some 
cases, there seem to be no general trends: some hubs bind 
to dozens of other proteins without any obvious pattern 
to explain how or why. It is also possible that some of 
the most well-connected hubs might correspond to 
experimental artefacts89.

By combining interaction maps and expression data, 
it has recently been argued that some of these highly 
connected molecules are ‘party hubs’, which tend to 
interact with other proteins continuously throughout 
the cell cycle, whereas others are ‘date hubs’, which make 
specific connections at particular times with different 
partners90. The structural rationale for this observation 
is clear. Party hubs are probably the central components 
of large complexes, such as the catalytic subunit of the 
RNA polymerases, which are only fully active when 
the rest of the complex components are present. By 
contrast, date hubs are probably proteins that function 
on substrates or bind cofactors at specific times, such as 
cyclin-dependent kinase-2, which associates with differ-
ent cyclins at different points during the cell cycle (see, 
for example, REF. 91).

Towards a molecular picture of an entire cell
A more challenging future role for networks will be 
to guide the interpretation of results from one of the 
most exciting areas of structural biology — electron 
tomography92,93. This technique is now delivering 40-Å-
resolution images of single cells and is showing the true 
network-like structure of proteins in a cell. A significant 
problem for these initiatives is to deduce what is being 
seen in the tomograms. Ribosomes and elements of 
the cytoskeleton are readily identifiable, as are several 
other large complexes for which X-ray or relatively 

Figure 2 | Moving from abstract networks to real cells. A schematic figure that 
shows the relationship between the interaction network for the bacterium Mycoplasma 
pneumoniae and a whole-cell tomogram. The protein–protein-interaction network was 
derived using STRING (high-confidence interactions only; see Further information)32. The 
middle of the figure shows a few large complexes that can be homology modelled on the 
basis of equivalent structures that have been determined for other species, and the lines 
show where some of these structures can be found in the tomogram. Others, for 
example, ATP synthase, still need to be located. The tomogram shows the rendered 
surface for several cell entities — the cell membrane (dark blue), ribosomes (yellow), 
transport vesicles (which contain permeases; light blue), the cytoskeleton (which is 
mainly composed of the tubulin homologue FtsZ (pink); pink and green), and adhesion 
proteins (purple). The tomogram was kindly provided by A. Frangakis (European 
Molecular Biology Laboratory (EMBL), Heidelberg, Germany). The Protein Data Bank 
accession codes that were used to make this figure are: 1R17 for adhesin; 1FA0 for FtsZ; 
1PFM for permase; 1C17 for the ATP synthase; and 1FFK and 1FJT for the ribosome.
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Electron tomography
A structural technique that 
allows a single cell to be 
studied using cryo-freezing and 
by obtaining data using a series 
of tilt angles in the electron 
beam, such that a three-
dimensional image can be 
reconstructed. 

high- resolution electron-microscopy images are already 
available94. However, complexes cannot be assigned to most 
of  the densities in these images. FIGURE 2 shows how 
some of the hubs and interconnected proteins in the 
Mycoplasma pneumoniae protein-interaction network 
correspond to important known complexes such as the 
ribosome or ATP synthase. The 3D structures of some of 
these complexes can be modelled on the basis of equivalent 
structures that have been determined for other organisms, 
and if they are sufficiently large, they can be identified and 
placed in the cell tomogram (FIG. 2).

The availability of interactomes for whole organ-
isms will provide the complete set of complexes and 
interactions, but will lack structural details. The chal-
lenge is to somehow combine this information with the 
methods discussed above to build models for all of these 
complexes and to use them to identify the locations of 
these complexes in cell tomograms. Such approaches 
will reveal the real molecular organization of a cell 
and will allow systems biology to move from abstract 
representations to the physical world. At first, these 
models, similar to many of the currently available 

experimental structures, will be static and will lack the 
dynamic realism of live cells. However, they will provide 
a crucial framework for the integration of other data (for 
example, cellular-localization and gene-expression data) 
and for models that capture the specific dynamic and 
regulatory aspects of the cell.

Concluding remarks
Protein interactomes provide a rather abstract network 
of macromolecules, which can be useful for deducing the 
global features of a cell network. However, they have a 
limited relationship with physical reality. The real picture 
of a cell will ultimately come when complete interac-
tomes, pathways and high-resolution tomograms can be 
complemented by a near complete repertoire of the 3D 
structures of protein complexes. This places structural 
biology — experimental and computational — in a cru-
cially important position for systems biology. Structural 
information for interacting cellular components will pro-
duce a more and more complete whole-cell framework at 
atomic-level detail, which will be of immense benefit to 
anybody studying or modelling biological systems.
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