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Abstract: The interest in finding the keys to the thermal stabilization of proteins has remained constant and unquestionable throughout the last twenty years. This article reviews the most recent theoretical and computer advances related to the problem of thermally stabilizing proteins. Although comparison between mesophilic and thermophilic sequences has suggested some thermostabilization mechanisms, it has not been able ‘per se’ to provide unambiguous thermostabilization rules applicable for every case. Two of the mechanisms used by nature are seen as the major factors governing thermostability: the electrostatic forces of charged amino acids within a protein and the packing of its hydrophobic core on the other. Other mechanisms that have also been implicated (i.e. hydrogen bonding, α-helix stabilization, backbone rigidifying, etc), may play a refining role, based on the principle that nature has punctually and opportunistically thermostabilized proteins in each particular case, thereby solving each specific problem. How electrostatic and hydrophobic forces affect each other is still remains a largely open question and some recently developed criteria based on these two effects have been analyzed in the review.

Keywords: Protein thermostability, mesophiles, thermophiles, electrostatics, hydrophobicity, algorithms, theory.

INTRODUCTION

The possibility of maintaining the structure and function of a protein at a temperature above that of its native state, has been the objective of by many researchers ever since mutating a protein became a relatively easy process.

Interest in modifying the thermal properties of a protein is very broad since it ranges from purely theoretical aspects, such as those related to folding, through matters of biotechnological interest, to others directly applicable to food processing and/or the pharmaceutical industry. During the last twenty years a great quantity of experimental data about protein thermostabilization (see [1] for a review) has been produced and the reviewing of these results reveals the many different interests and approximations that lead to them. However, there has been no parallel progress with respect to theoretical predictions about thermostabilization. Most of the “positive” examples of thermostabilizations achieved were obtained on a case-by-case basis, employing semi empirical and/or computational methods seldom generalizable to other cases. Nevertheless, during the last five or six years, new generalizable algorithms and even new paradigms have appeared in this field and have begun to yield some systematic results.

For many authors, the most practical way of presenting data on the thermostabilization of a protein from an experimental point of view is with respect to transition temperature \( T_m \). This corresponds to the temperature at which \( \Delta G = 0 \). When dealing with stabilizing (or destabilizing) mutations, data are therefore expressed in terms of changes in \( T_m \) as \( \Delta T_m \). Other authors prefer to present their stabilization data directly in terms of \( \Delta G \) at a given temperature. When dealing with mutations, the same authors describe changes in terms of \( \Delta \Delta G \), as changes in differences in free energy between the folded and unfolded states. \( \Delta \Delta G \) (thermodynamic stability) is certainly related to \( T_m \) (thermal stability) as it is known that \( T_m \) depends on both \( \Delta H \) and \( \Delta S \) (and therefore so does \( \Delta G \) at any temperature).

When these magnitudes are changed (due to the introduction of a mutation), \( \Delta \Delta G \) also changes. The use of \( \Delta G \) to characterize protein stability is more general since it can be associated with any type (thermal, chemical, pH, etc) of destabilization process. It should also be also noted that most methods may prove seriously compromised at the highest range of temperatures (80º-90ºC or higher). At these temperatures the thermostability is not the only problem: chemical damage may also occur, producing the irreversible inactivation of proteins. The best known mechanisms currently include: hydrolysis of peptide bonds in aspartic residues, thiol-catalyzed disulphide interchange, deamidation of asparagine and glutamine residues, β-elimination of disulphides, oxidation of free cysteines and methionines, etc.

This review deals with the state of the most relevant theoretical, informatic and predictive models during the last few years. The review is divided into three blocks: (i) Methods that directly compare mesophilic and thermophilic proteins in order to obtain general thermostabilization rules; (ii) Theoretical and computer algorithms that deal with all of the aspects that specifically confer upon a protein its thermal characteristics; (iii) Theoretical methods specifically dealing with electrostatic and/or hydrophobic effects. This is certainly an arbitrary division as there is a great deal of unavoidable overlap between the different blocks, but it is one that helps to make this subject more comprehensible to
the reader. As a matter of fact, the three blocks are no more than three aspects of the same question and all three are mentioned in virtually all theoretical and experimental papers published on the subject. The third block certainly contains aspects of the two and it has been singled out because of the growing sense of preponderance that these interactions have with respects to all aspects of protein stability. This evidence has grown with the increasing number of experimental instances of mutations being performed in the hydrophobic core of proteins.

The reader becomes increasingly conscious of the heterogeneity of approaches which is by no means a reflection on the fact that theorization about protein stability (and particularly, thermostability) still remains a relatively young field.

**COMPARISON BETWEEN MESOSTABLE AND THERMOSTABLE PROTEINS**

Because of its immediacy, one of the earliest strategies, from both a theoretical and an experimental point of view, involved the comparison of the structures and amino acid compositions of mesostable and thermostable protein isoforms especially in the case of homologous pairs. This is certainly a logical approach to the problem if one considers that it may constitute a set of strategies designed by nature to produce sturdier molecules capable of thriving under harsh conditions. In the world of protein engineering this has produced empirical procedures that have yielded relative good results. Most of the work associated with the development of these methods has centered upon statistical procedures. One classic and also pioneering work in this field is that of Vogt et al. [2]. These authors performed a statistical test upon 16 different families of proteins that each contained at least one thermophile. In 80% of the cases studied, there was a clear correlation with the thermostable character of the family in question found: the number of hydrogen bonds and the polar surface fraction related to the optimal temperature, the fewer ion pairs were present in the protein, the less side chain contributed to the exposed surface and the smaller the apolar fraction of the buried surface. More recently, after comparing all the relevant parameters in a set of 18 non redundant families of proteins, Kumar et al. [7] came to the conclusion that the significant differences observed between mesophilic proteins and thermostable proteins do not lie in properties related with hydropobicity or compactness or with other core-related characteristics. In general, it is the electrostatic properties and the number and arrangement of ion pairs that provide proteins with their resistance to temperature.

All these studies, some of which have been carried out for almost ten years, explain why electrostatic interactions play a preponderant role in protein thermostability. They have also been accompanied by a multitude of experimental work (see papers quoted in [1, 8, 9]).

**ALGORITHMS AND THEORY**

The development of special computer algorithms has been one of the most prolific fields for the development of protein stability issues has found more ground, as clearly evidenced by the articles commented below. In general, they are ways of generating informatic procedures aimed at optimizing a set of parameters related to the positions, the interactions, the boundaries and the character of the amino acids in order to obtain better stabilizing energies. This means that these algorithms range from the very simple, starting with relatively crude assumptions, to the very detailed and sophisticated in which numerous parameters and quite stringent conditions are applied. In the majority of cases their applicability is usually limited to the protein that specifically interests each author, although an increasing number of models now claim more general applicability.
Until now the predominant local scope of their applicability has tended to limit their success.

The work of Topham et al. [10], is very representative of the early attempts in designing new computer algorithms to detect differences between mesophilic and thermophilic proteins. These authors provided a simple strategy including the creation of a table of known amino acid replacements, which they translated into a table showing propensities, or rather the probability of propensities. The authors used this table to compute the stability difference score between the wild type and the mutant protein, in a similar way to which free energy differences are calculated. They applied this method to study 159 mutants of T4 lysozyme. Comparing their theoretical predictions with actual experimental results they obtain a score of 86%. In their attempt to explain the thermostability of α-helices, Petukhov et al. [11] use the AGADIR algorithm [12] which calculates the free energies associated with intra-helix interactions. These interactions include hydrogen bonds, helicity propensities, N- and C-capping interactions and electrostatic interactions, including the macrodipole constituted by the helix. They concluded that the most important factor in helical proteins was due to the ensemble action of all the helices rather than to that of any particular helix.

Malakauskas and Mayo [13] developed a general type of algorithm in order to design a hyperthermostable variant of immunoglobulin Gb1 from *Streptococcus*. This model is general in the sense that potentials for the relevant interactions (core packing, burial of hydrophobic surface, hydrogen bonds, helix-dipoles) take part, and may thus be applicable to other cases. This method is based on a fast discrete search algorithm, using the Dead-End Elimination Theorem (DEET) [14] with which the authors are able to make predictions relating to melting temperatures beyond 100°C. These authors argue that a whole set of factors take part in the higher stability of proteins.

Gillis and Rooman [15] have recently designed a statistical procedure called PoPMuSiC [16] based on the performance of all possible mutations in a protein. These authors estimated the stability of each mutant by means of linear combinations of data-derived potentials. These potentials were derived from observations of the frequencies of sequence and structure patterns of high resolution X-ray structures. These potentials must be combined with coefficients that in turn depend on the water accessibility of the mutated residues. They assessed the performance of this algorithm by comparing calculated and experimental ΔG. The errors reported were within the order of magnitude of the differences in size between native and mutated residues.

Carter et al. [17] worked in a similar line of research, relating the packing of a protein to the hydrophobic character of the core. These authors searched for correlations between four-body likelihood potentials obtained from what they call “Simplicial Neighbourhood Analysis of Protein Packing” (SNAPP) and ΔG of unfolding (both computed and measured). In five chosen proteins (lysozyme, barnase, nuclease, C12 and calbindin), they found acceptable linear correlations (r ≈ 0.8 on average) between these magnitudes, but with specifically different slopes for each protein. This method allowed these authors to make predictions about the effect of mutations on the hydrophobic core that are based on observations relating to variations in SNAPP.

López de la Paz et al. [18] used the protein-design algorithm PERLA (Protein Engineering Rotamer Library Algorithm) in order to design stabilizing and destabilizing mutations in the ‘de novo’ designed protein *betamuso*. This algorithm builds selected amino acids in a polypeptide structural template, by using a custom-made side-chain rotamer library, built from the analysis of a protein database. This algorithm computes interaction energies contributed by van der Waals, hydrogen bonding, and electrostatics. The authors found good level of agreement between their predictions and the experimental data for most of the peptides under study, and specially for those with a high β-sheet content.

The work of Mooers et al. [19] follows the line of the automatic design (implemented with program ORBIT: Optimization of Rotamers By Iterative Techniques). This program is based on the Dead-End Elimination Theorem (DEET) [14] for the optimization of energies. This program which uses van der Waals interactions, hydrogen bonds, electrostatic and solvation energies, generates mutations with more favourable energies of stabilization trough designing alternative cores in lysozyme T4. These mutants were also experimentally created but only a few of them resulted in species that were more stable than the wild type. These authors concluded that core packing is protein specific and that most changes affecting protein cores have a destabilizing effect.

Lee and Wand [20] analyzed the importance of internal movements within a protein pertinent to basic aspects controlling folding, thermal stability and function. Analyzing the amplitudes of these movements they discovered a heterogeneous spectrum that could be divided into three general classes. They also found that the distribution of the residual entropy was heterogeneous, a fact that revealed the microscopic origin of the heat capacity of proteins. These observations help explain the low-temperature glass transition of proteins. This transition is associated with the motional modes which is what gives support to biological activity.

Another basic study of interest with respect to the energies implicated in transitions is that carried out by D. Poland [21]. This theoretical work describes the relationship between enthalpy in proteins and the variations in free energy associated with temperature and heat capacity. The work develops a free energy function which describes the thermodynamic behaviour throughout the denaturation process.

There are several reports of successful approaches for large numbers of proteins and mutants. Based on the well known Connolly method [23], which computes accessible surface area (ASA) and cavity volumes, Funahashi et al. [22], calculated the ΔG of 110 variants of T4 and human lysozymes. The correlation between estimated and experimental ΔGs provided fairly good correlations. One of the most general purpose algorithms created to predict the stabilization of a protein is Guerois et al’s FOLDEF (FOLD-X energy function) [24]. This algorithm, which was checked
over 42 proteins and more than 1000 mutations, calculates $\Delta G$ ($\Delta G_{\text{WT}} - \Delta G_{\text{mut}}$). Its contributions to $\Delta G$ include packing (van der Waals), solvation, electrostatic and entropic terms. These energy contributors are scaled to what the authors call atomic occupancies, according to an scale estimated by Holm and Sander [25]. When comparing calculated $\Delta G$s with those experimentally determined, Guerois et al. obtained linear regressions factors in the order of 0.8 or better. This is perhaps one of the most complete and general algorithms tested with a large set of proteins. These authors began an interesting discussion by comparing their results with those of other authors, such as Funahashi et al. [22], who applied their algorithms to large numbers of proteins and mutants. These authors mainly based their calculations on ASA (accessible surface area) and the reason for their results not being as good as those obtained by FOLDEF is that the FOLDEF method performed a more complete calculation with respect to all aspects of the occupancy of the atoms. When comparing the FOLDEF results with those obtained by Gilis and Rooman (PoPMuSiC [15]), it was noted that the latter placed special emphasis on the solvent accessibility when computing $\Delta G$. This probably explains why PoPMuSiC performs better than FOLDEF when dealing with residues with accessible surface areas higher than 50%, whereas the opposite is true for accessible surface areas below 50%.

In this strictly theoretical work, England et al. [26] developed a criterion for what they called “folding designability”; in other words, the number of amino acid sequences that can adopt a certain fold in a stable manner. They used a new theoretical concept: contact trace, in order to compare mesostable protein folds with their thermostable counterparts. This contact trace is related to the contact free energy found in specific sequences of amino acids. As a consequence, larger trace contacts imply more negative values for free energies for those sequences. In thermostable proteins, they found folds with larger contact traces. These authors argue that the adaptation to high temperatures is achieved through more designable folds.

Ramos de Armas et al. [27] developed a sophisticated computational method, Markovian Backbone Negentropies (MBN) to order to predict protein stability. This method is based on the description of entropies for charge distributions over the whole protein molecule and throughout time. The method was designed to classify proteins by mutating the alanines of the Arc repressor protein according to their respective thermal stabilities. It had a predictive success of 81% with the method correctly predicting the stability of 71% of proteins whose stabilities were close to those of the wild type, and predicting the stability of 92% of those proteins of reduced stability. This algorithm fared well with respect to other algorithms also mentioned in their paper.

The work of Burioni et al. [28] should be mentioned within the field of theoretical research considering the energy involved in stability. They computed the harmonic spectrum of energy by applying the Gaussian Network Model (GNM). This work pinpointed a particularly significant parameter: the spectral dimension that describes the low frequency behaviour of the energy. This low frequency energy turned out to be proportional to the number of amino acids in the protein. The authors concluded that a protein of a given length tends to adopt the most swollen state compatible with its thermodynamic fluctuations. In a study on folding thermodynamics, Irbäck and Mohanty [29] reported a relationship between folding and thermostability through a simplified interaction at the atomic level. Its potential was tested in a set of small peptides (about 20 residues) which contained helices, sheets and Trp cages. Contrasting folding simulations of the model with experimental data, these researchers were able to obtain relative good predictions for the thermal dependence of the Trp cages and helices studied (depending on whether they contrasted CD or IR data). However, the best results obtained were those that referred to beta sheets.

Bloom et al. [30] proposed an interesting method for predicting about how the number of mutations carried out on a particular protein affect its subsequent stability and even its own viability. These authors describe an algorithm that uses what they call the ‘m-neutrality’. This relate to the probability of the $\Delta G$ produced in a mutation being more destabilizing than that associated with the wild-type, over any number of mutations performed on the protein. The most interesting aspect of their observations is the notion that a protein can gain thermodynamic strength from the first few mutations.

In the field of sequence alignment, Zakrzewska et al. [31] described a homology consensus approach for the thermostabilization of the human acidic fibroblast growth factor (FGF-1). The study of this protein promises certain applications in biomedicine but its applicability implies serious difficulties on account of its instability. These authors managed to stabilize FGF-1 on the assumption that the rapidly growing number of available protein sequences and their consensus multi-alignment could help to predict protein stability better than the non-consensus amino acids.

This section is summarized in Table 1.

Molecular Dynamics (MD)

We decided to insert this subsection on Molecular Dynamics within the section on algorithms and computer simulations of protein thermal behaviour, as it constitutes an extended methodology that has created its own idiosyncrasy. The increase in computational power will further promote this approach which calls for important computer resources.

The group of Horii et al. [32] employed the free energy perturbation method and molecular dynamics to study the consequences of mutating the amino acids buried most deeply in the core of a protein. They then compared the results obtained using their own method with crystallographic data relating to goat $\alpha$-lactoalbumin. In a simulation of the denaturation of the native protein and its stabilizing mutations: T29V and T29I these authors compared theoretical RMSF profiles (by MD) with X-ray experimental results in order to explain the role of the O-H group of Thr29 in maintaining the stability of this protein.

Funahashi et al. [33], basing their work on MD simulations computed all of the components of $\Delta G$ changes in order to explain the different stabilities exhibited by human lysozyme and its three mutants, I56A, I56V and I56F. These authors described differences in free energy in terms of local potentials and longer range potentials. In explaining
the discrepancies in stability values (in terms of $\Delta G^{\text{MM}}$ and $\Delta G^{\text{exp}}$) between the three mutants the researches concluded that their model overestimated the values for the accessible surface area (ASA) in some of the mutants.

Within this subsection we also include the work of Kovalsky et al. [34]. These authors investigated the variations in pH behaviour associated with MD. HIV-1 protease was most active under low pH (3.5-6.5). As pH increased, the stability of this protein declined. Working with MD simulations these authors were able to reach certain conclusions about the dynamic differences created by either monoprotonation or diprotonation of the catalytic dyad. In this way they proved that Na$^+$ stabilizes the protease at neutral pH.

### THE MOST RELEVANT INTERACTIONS

The most important interactions identified as crucial for maintaining of the three dimensional structure of a protein are the electrostatic and hydrophobic forces. This is demonstrated by the amount and quality of work that this question has recently received. This suggested the need for a special section in this article in which to review the most relevant theoretical and computational articles that have appeared during the last five years. The majority of these studies consider the independent action of each one of these forces and it is only very recently that the mutual influence and combined action of the two forces has begun to attract much attention. Not surprisingly, most of the work relating to electrostatic interactions involves a great deal of theory as well as computer simulations, and it is more difficult to find parallel trend when dealing with hydrophobic effects. As a consequence, there is a larger number of papers dealing with the theoretical aspects of electrostatics than dealing with hydrophobic theory. This is not meant to imply that there is less likelihood of hydrophobic effects contributing to protein thermal stability, it only reflects the fact that there is no easy analytical formalism for treating hydrophobicity in a similar way to electrical forces.

### Electrostatics

In the last ten years numerous theoretical and semitheoretical articles have claimed an important role for electrostatic interactions in maintaining the thermal stability of proteins. Two such examples of this are the papers by Elcock [35] and Xiao and Honig [36]. Through the calculation of all the electric contributions to $\Delta G$, using

### Table 1. Summary of Algorithms Used by the Authors Reviewed in this Paper

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Authors</th>
<th>Protein(s)</th>
<th>Features</th>
<th>Accession web address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propensities</td>
<td>Topham et al. [10]</td>
<td>T4 lysozyme, 32 mutants</td>
<td>Computation of stability scores vs. $\Delta G$</td>
<td>SDM program available from the authors upon request</td>
</tr>
<tr>
<td>AGADIR</td>
<td>Muñoz, Serrano [12]</td>
<td>Helices of Bacterial RecA</td>
<td>Comparison of meso-thermo families</td>
<td></td>
</tr>
<tr>
<td>DEET</td>
<td>Malakauskas, Mayo [13]</td>
<td>Streptococcal Gii</td>
<td>Comparison of $\Delta G$</td>
<td></td>
</tr>
<tr>
<td>PoPMuSiC</td>
<td>Gilis and Rooman et al. [15, 16]</td>
<td>296 mutants in 7 proteins and synthetic peptide,</td>
<td>Comparison of $\Delta G$</td>
<td><a href="http://babylone.ulb.ac.be/popmusic">http://babylone.ulb.ac.be/popmusic</a></td>
</tr>
<tr>
<td>SNAPP</td>
<td>Carter et al. [17]</td>
<td>5 proteins, 76 mutants</td>
<td>Comparison of $\Delta G$</td>
<td><a href="http://mmlsun4.pha.unc.edu/3dworkbench.html">http://mmlsun4.pha.unc.edu/3dworkbench.html</a></td>
</tr>
<tr>
<td>PERLA</td>
<td>López de la Paz et al. [18]</td>
<td>Betanova, 13 mutants</td>
<td>Comparison of $\Delta G$</td>
<td><a href="http://ProteinDesgn.EMBL-Heidelberg.de">http://ProteinDesgn.EMBL-Heidelberg.de</a></td>
</tr>
<tr>
<td>ORBIT</td>
<td>Mooers et al. [19]</td>
<td>T4 lysozyme, 15 mutants</td>
<td>Repacking the core</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lee, Wand [20]</td>
<td>Calmodulin, Human adipocyte Fatty-acid-binding protein, Human Ubiquitin Phospholipase</td>
<td>Temperature dependence of internal motions</td>
<td></td>
</tr>
<tr>
<td>Poland [21]</td>
<td>Barnase, Tendamistat</td>
<td>Enthalpy computations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOLDEF</td>
<td>Guerois et al. [24]</td>
<td>42 proteins, 1033 mutants</td>
<td>Comparison of $\Delta G$</td>
<td><a href="http://fold-x.embl-heidelberg.de">http://fold-x.embl-heidelberg.de</a></td>
</tr>
<tr>
<td>England et al. [26]</td>
<td>–20 amino acid sequences</td>
<td>Comparison of meso-thermo sequences</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBN</td>
<td>Ramos de Armas et al. [27]</td>
<td>Arc repressor, 27 mutants</td>
<td>Entropy changes</td>
<td></td>
</tr>
<tr>
<td>GNM</td>
<td>Burioni et al. [28]</td>
<td>59 proteins</td>
<td>Low frequency of density modes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Irbäck, Mohanty [29]</td>
<td>2 $\alpha$-helices, 5 $\beta$-sheets</td>
<td>Energy contours</td>
<td></td>
</tr>
<tr>
<td>$m$-neutrality</td>
<td>Bloom et al. [30]</td>
<td>TEM1 $\beta$-lactamase, lattice proteins</td>
<td>Comparison of $m$-neutrality scores</td>
<td></td>
</tr>
<tr>
<td>Zakrzewska et al. [31]</td>
<td>Fibroblast growth factor, 16 mutants</td>
<td>Comparison with CD measurements</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
continuum electrostatic models [37], these authors helped to established the idea that ion pairs and specially optimally-distributed ion-pair networks, play a key role enhancing thermal stability. Zhou and Dong [38] developed a theoretical model of electrostatic forces to explain the differences in stability between the mesostable cold shock protein and its thermostable counterpart. This model explored the differences between the folded and extended states of the proteins in such a way as to allow its authors the possibility to make predictions about changes in the energy associated with the mutation of proteins. The most important contribution to \( \Delta G \) has come from the entropy change which is larger in the mesostable protein.

In spite of the large-scale development of models dealing with electrostatics in proteins, the precise role of the dielectric constant is still a considerable source of uncertainty and controversy. In two lucid discussions on this issue, Schutz and Warshell [39] and Pitera et al. [40] questioned the very definition of the dielectric constant at the microscopic level. Also Wisz and Hellenga [41] also addressed the question of the distribution of the dielectric constant, making a distinction between the core, boundary and surface of a protein in order to contrast calculated and experimentally obtained pK values. Mostly basing their analysis on continuum electrostatics, Dominy et al. [42] carried out a computational study into variations in the dielectric constant in mesophilic proteins and their homologous thermophilic. These authors used the generalized Born theory (GB) in order to calculate the electrostatic interaction energy and its dependence on temperature variations. In doing so, they found that upon increasing temperature there was an increase in the dielectric response as simulated by molecular dynamics, which was also responsible for increasing the dipole moment. They concluded that electrostatic interactions increased the stability of proteins at high temperatures while the dielectric constant was increased by increasing the atomic fluctuations. However, applying another strategy that is not very frequently used, Makhatadze et al. [43] produced mutants in which certain exterior charges were reversed and concomitant free energy changes were computed. This was applied to ubiquitin, in which K11 and E34 residues (which are externally opposed) were changed for E11 and K34. In this case, in spite of the dielectric constant remaining basically unchanged, amino acid swapping did not lead to an increase in protein stability. According to these researchers, this clearly showed that protein stability is strongly context dependent. The notion of context dependency is supported by the work of Mozo-Villarias et al. [8]. Using a semiempirical approach, which took into account the global character of the protein, these authors defined an eclectic quasi-dipole moment that was independent of the origin of coordinates (considering the fact that most proteins are not neutral, this quasi dipole moment did not coincide with the true dipole moment) as the product of either the positive or the negative charge by the distance between the electric centroids of the protein. Using a set of 37 meso-thermostable protein pairs and a set of 55 point mutations descriptor for other proteins, these authors showed a correlation between the relative decrease in the quasi-dipole moment and the increase in \( T_m \). By computing the quasi-dipole moment obtained by substituting of each amino acid in a protein using either a positive, negative or neutral amino acid, These researchers obtained the relative quasi-dipole moment profile for a protein, and it was also possible to identify those amino acids that were most susceptible to mutation. Fig. 1 provides an example of a substitution quasi-dipole moment computed on \( \beta \)-glucanase.

**Hydrophobicity**

Theoretical studies of hydrophobic forces call for a large numbers of statistical treatments based on protein family structures with data being available from the PDB. Several aspects of hydrophobic effects in proteins are used by researchers to characterize them and if possible make predictions relating to thermostabilization. One of them is the balance between local and non-local interactions within the protein core. Gilis and Rooman [44] carried out an interesting study on protein stability based on comparing computed \( \Delta G \) differences and the experimental measurements relating to 238 mutations carried out in the core of 16 proteins. These stabilizations were described in terms of a balance between potentials describing local and non-local interactions, with local interactions being most prevalent in the less exposed domains. The most prominent of the local forces used by these authors was torsion (which in turn was associated with the propensities of amino acids to associate with torsion angles of the backbone). The non-local interactions were mostly dependent on distances. For mutations involving fully buried amino acids the best potential was obtained with a combination of distance potential weighted by a factor of 1, plus a torsion potential weighted by a factor of 0.4. For partially buried amino acids the optimum proportion was obtained by combining a torsion potential weighted by a factor of 1 plus a distance potential with a weight of 0.7. Fully exposed amino acids are best represented by a torsion potential. Correlations between computed and measured \( \Delta G \) lie around 0.8 or better.

The issue of clustering also ties in with the one that considers local vs. long-range interactions. The idea of hydrophobic clustering is certainly not new [45] but it has only recently seen a revival with the development of new informatic tools. In a comment relating with folding, R. Baldwin asked whether a network of hydrophobic clusters might explain long-range interactions. Selvaraj and Gromiha [47], who analyzed the three-dimensional structures of 36 (alpha/beta)n barrels, reported factors responsible for providing common fronts and also increments in thermal stability due to segments with hydrophobic clusters. They claimed that these clusters are stabilized through long-range interactions networks. Lu and Hodges [48], working with hydrophobic mutations in \( \alpha \)-helices searched for the minimum size of hydrophobic clusters in two stranded coiled-coils. Using muscle tropomyosin, they designed a series of mutants in which alanines were substituted by amino acids of a more hydrophobic character (leucine, isoleucine) in a given order. These authors established that the subsequent thermostabilizations depended on the order in which the substitutions were made. As a consequence, the hydrophobicity ended up as an extremely context-dependent phenomenon.

As pointed out by Liao et al. [49]. There is an unquestionable link between packing density and hydrophobicity,
and also between sequential entropy and stability. These authors obtained a set of sequence entropies as result of aligning all of the residues from a set of 130 proteins. The linear relationship between these computed entropies and the inverse of packing densities and hydrophobicities, led them to the conclusion that the capacity to produce mutations is directly related to the cavities left by each amino acid and its propensity to appear buried in the protein. This relationship between the inverse on the packing density and hydrophobicity is very strong and the authors inferred a relationship between all these magnitudes and the thermal resistance of a protein.

Following an similar procedure to that described for the electrostatic interactions, Mozo-Villarías et al. [9], computed the profile of the relative change in hydrophobicity density (defined as total hydrophobicity per unit volume) in a set 24 of proteins when subjected to a total of 81 point mutations. These authors found a linear regression between the relative (to wild type) increase in the hydrophobic density of a protein and the half-point transition temperature increase.

Mutual Influence Between Electrostatic and Hydrophobic Forces

A very promising line of research both from the theoretical and experimental points of view is that dealing with the balance between electrostatic and hydrophobic effects. Kegel and van der Schoot [50] analyzed this aspect to explain the temperature dependence of the spontaneous assembly of hepatitis B virus coat protein into capsids. Although the specific problem dealt with was not thermal stability, the model used and the conclusions reached may have a great deal of relevance to protein stability. They developed a free energy association model which depends on two opposing terms, one of which is a function of the number of hydrophobic contacts, while the other is an electrostatic contribution in terms of the Debye-Hückel approximation. Taking all the information together, these factors were able to explain the dependences of ionic strength and the neutralizing union on nucleic acids.

CONCLUSION

Future research employing a holistic approach to the problem is likely to improve our ability to predict the stabilization of a protein. There seems to be increasing general interest in theoretical electrostatic and hydrophobic effects as evident from the increasing success and refinement of these approaches. Since structure and function are so intricately related in proteins, any future success in theoretical predictive methods relating to thermostabilization must also bring also new insights in related issues such as folding and ligand-binding. New theoretical and informatic methods are currently under way and should provide future new insights.
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