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ABSTRACT The Generalized Born (GB) con-
tinuum solvent model is arguably the most widely
used implicit solvent model in protein folding and
protein structure prediction simulations; however,
it still remains an open question on how well the
model behaves in these large-scale simulations. The
current study uses the �-hairpin from C-terminus of
protein G as an example to explore the folding free
energy landscape with various GB models, and the
results are compared to the explicit solvent simula-
tions and experiments. All free energy landscapes
are obtained from extensive conformation space
sampling with a highly parallel replica exchange
method. Because solvation model parameters are
strongly coupled with force fields, five different
force field/solvation model combinations are exam-
ined and compared in this study, namely the explicit
solvent model: OPLSAA/SPC model, and the implicit
solvent models: OPLSAA/SGB (Surface GB), AM-
BER94/GBSA (GB with Solvent Accessible Surface
Area), AMBER96/GBSA, and AMBER99/GBSA. Sur-
prisingly, we find that the free energy landscapes
from implicit solvent models are quite different
from that of the explicit solvent model. Except for
AMBER96/GBSA, all other implicit solvent models
find the lowest free energy state not the native state.
All implicit solvent models show erroneous salt-
bridge effects between charged residues, particu-
larly in OPLSAA/SGB model, where the overly strong
salt-bridge effect results in an overweighting of a
non-native structure with one hydrophobic residue
F52 expelled from the hydrophobic core in order to
make better salt bridges. On the other hand, both
AMBER94/GBSA and AMBER99/GBSA models turn
the �-hairpin in to an �-helix, and the �-helical
content is much higher than the previously re-
ported �-helices in an explicit solvent simulation
with AMBER94 (AMBER94/TIP3P). Only AMBER96/
GBSA shows a reasonable free energy landscape
with the lowest free energy structure the native one
despite an erroneous salt-bridge between D47 and
K50. Detailed results on free energy contour maps,
lowest free energy structures, distribution of native
contacts, �-helical content during the folding pro-
cess, NOE comparison with NMR, and temperature
dependences are reported and discussed for all five
models. Proteins 2003;53:148–161.
© 2003 Wiley-Liss, Inc.
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INTRODUCTION

Understanding the protein folding mechanism is critical
in molecular biology not only because it is one of the
fundamental problems remaining in protein science, but
also because several fatal diseases are directly related to
protein folding/misfolding, such as the Alzheimer’s dis-
ease, Mad Cow disease, and cystic fibrosis disease.1 De-
spite the enormous efforts made by various groups,2–7 the
problem still remains largely unsolved. Experiments that
probe proteins at different stages of the folding process
have helped to elucidate kinetic mechanisms and the
thermodynamic stabilities of folding.8–11 However, many
of the details of protein folding pathways remain un-
known. Computer simulations performed at various levels
of complexity ranging from simple lattice models to all-
atom models with explicit solvent are used to supplement
experiment and fill in some of the gaps in our knowledge
about folding pathways. Because explicit solvent simula-
tions typically require enormous CPU time, many recent
studies have been carried out with implicit solvent mod-
els.12–15 However, it is still largely an open question as to
how well these implicit solvent models can predict the
thermodynamics as well as the kinetics of protein folding.
It will be very interesting to determine whether or not
implicit solvent models can reproduce either the results
from explicit solvent simulations or experimental results.
From some of the preliminary results published recently,16

we found that the free energy landscape of a �-hairpin in
the implicit solvent model SGB is quite different from that
in the explicit solvent model SPC using the same OPLSAA
force field. Because the GB type model is probably the most
popular implicit solvent model in protein folding simula-
tions because of its fast speed compared with the more
rigorous Poisson-Boltzmann solvers,12 we would like to
ask the same question for other variations of the GB
model, particularly the implementations based on other
force fields. Thus, this article will focus on GBSA (GB with
Solvent Accessible Surface Area) model as implemented in
AMBER package in the context of various AMBER force
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fields, AMBER param9417 (named as AMBER94/GBSA),
param9618 (AMBER96/GBSA), and param9919 (AMBER99/
GBSA). The results from OPLSAA/SPC and OPLSAA/SGB
will also be included for comparison.

The C-terminus �-hairpin of protein G will be used again
as the sample system for this study. This �-hairpin has
received much attention recently on both the experimental
and theoretical fronts,8–11,20–25 because it is believed to be
one of the smallest naturally occurring systems that
exhibit many features of a full-size protein and also
because it is a fast folder (folds in about 6 �s). Understand-
ing the folding of key protein secondary structures, such as
the �-sheet and the �-helix, may provide a foundation for
understanding folding in more complex proteins.

The breakthrough experiments by the Serrano8,9 and
Eaton groups10,11 have recently established the �-hairpin
from the C-terminus of protein G as the system of choice to
study �-sheets in isolation. These pioneering experiments
have inspired much theoretical work on this system using
both explicit and implicit solvent models.20–23,26 For ex-
ample, Pande and coworkers21 have studied the kinetics of
this �-hairpin with the GB continuum solvent model and
an OPLS united atom force field. Karplus and coworkers22

have explored the free-energy landscape of the same
system using a continuum solvent model EEF115 and the
CHARMM force field (CHARMM19). Very recently explicit
solvent simulations have also been used to study this
system. Garcia and coworkers23 have studied the free
energy landscape of this system in explicit solvent using
the AMBER force field (AMBER94) with a short cutoff (9
Å) in the electrostatic interactions. Zhou and coworkers27

have also explored this system with the OPLSAA force
field and explicit solvent with no cutoffs in the electrostatic
interactions by utilizing the P3ME method.28 Thus, it is of
great interest to compare the free energy landscapes from
continuum solvent models to those from the explicit sol-
vent models, particularly for establishing the foundation
on how well these implicit solvent models can reproduce
the results from explicit solvent simulations or experi-
ments.

In general, a poor simulation result could be due to a
poor model, an insufficient sampling, or both. This is
particularly true for protein folding simulations because of
their enormous sampling requirements. In order to elimi-
nate the sampling issue in this study, we used a highly
parallel Replica Exchange Method (REM) to explore the
free energy landscape. For the explicit solvent simula-
tions,27 a total of 64 replicas are used with temperature
spanning 270 to 695 K. For the continuum solvent simula-
tions, a total of 18 replicas are simulated with the same
temperature coverage. Because the force field is normally
parameterized at room temperature, we do not expect it to
yield accurate results for higher temperatures; neverthe-
less, these high-temperature replicas permit the system to
rapidly cross the energy barriers and thus lead to efficient
sampling at the lower temperatures. It is found that the
free energy landscapes for the continuum solvent models
are quite different from that of the explicit solvent model.
Some of the non-native states are heavily overweighted in

the continuum solvent models compared to the explicit
solvent model, and more importantly the lowest free
energy structures from the continuum solvent models are
not always the native �-hairpin structure. For example, it
is found that the OPLSAA/SGB model over-stabilizes salt
bridges, and both the AMBER94/GBSA and AMBER99/
GBSA models turn the �-hairpin into an �-helix. Even
though it was previously reported23 that AMBER94 with
explicit solvent model also showed a tendency to overpopu-
late the �-helix, the continuum solvent model GBSA seems
to greatly enhance this tendency. These results indicate
that even with the large successes of these GB type
continuum solvent models in many fields, such as pKa
calculations, surface electrostatic potentials, solvation free
energies, and ligand-receptor bindings,29–31 one must be
cautious with large-scale simulations, which involve dra-
matic conformational changes, such as protein folding.

METHODOLOGY

The replica exchange method has been implemented in
the context of the molecular modeling package IM-
PACT.28,32 Replicas are run in parallel at a sequence of
temperatures. Periodically, the configurations of neighbor-
ing replicas are exchanged and acceptance is determined
by a Metropolis criterion that guarantees detailed balance.
The acceptance criterion used in REM is identical to that
in Jump Walking methods.32 Because the high-tempera-
ture replica can traverse high-energy barriers, there is a
mechanism for the low-temperature replicas to overcome
the quasi ergodicity they would encounter in a one-
temperature walk. The replicas themselves can be gener-
ated by Monte Carlo (MC), by Hybrid Monte Carlo (HMC),33

or by molecular dynamics (MD) with velocity rescaling as
used by Okamoto et al.34 The HMC method, which uses
MD to generate possible conformations, is often called “bad
MD but good MC,”33 because it typically uses a larger
timestep than the normal MD. The HMC method is
adopted in the OPLSAA/SGB simulation,16 partly because
that SGB does not provide the analytical surface area
gradients for its cavity energy term.14 The HMC method
can help bypass this problem.16 The current AMBER9x/
GBSA (including AMBER94, AMBER96, and AMBER99)
simulations as well as the explicit solvent simulation27 all
used MD for sampling with the velocity rescaling ap-
proach. Both approaches are probably equally good for this
study, but in general HMC is more efficient for smaller
systems like the peptide in implicit solvent because it can
use a much larger timestep in its underlying MD (the time
step scales as O(1/�N); thus, it is unfavorable for larger
systems such as proteins in explicit solvent). It should be
pointed out though that because all REM uses the Metropo-
lis criterion for replica exchanges, they are essentially MC
methods not MD methods. Thus, the MD timings reported
here and also in previous REM studies16,23,27,34 should not
be taken as direct kinetic measurements.

The REM itself can be summarized as the following
two-step algorithm:

(i) Each replica i (i � 1,2, . . . , M) at fixed temperature
Tm (m � 1, 2, . . . , M), is simulated simultaneously
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and independently for a certain number of MC or MD
steps.

(ii) Pick a pair of replicas, and exchange them with the
acceptance probability,

T�xi�xj� � � 1, for � � 0,
exp� � ��, for � � 0. (1)

where � � (�i 	 �j)(V(xj) 	 V(xi)), �i and �j are the two
reciprocal temperatures, xi is the configuration at �i, and xj

is the configuration at �j, and V(xi) and V(xj) are potential
energies at these two configurations, respectively. After
the exchange, go back to step (i).

All the replicas are run in parallel on M processors (M �
64 for explicit solvent, and M � 18 for implicit solvents);
and in step (ii), only exchanges between neighboring
temperatures are attempted because the acceptance ratio
decreases exponentially with the difference of the two �’s.

In the following paragraphs, we will briefly describe the
GB model, which was first developed by Still and cowork-
ers.13 The GB model is probably the most widely used
continuum solvent model in protein folding and protein
structure prediction simulations. Many algorithmic im-
provements, reformulation, and reparametrizations with
specific force fields have been proposed by various groups
after the initial model.14,29,30,35,36 Here we will discuss two
implementations of the GB model. Surface GB (SGB)
parameterized with OPLSAA by Friesner and coworkers14

and GB with Solvent Accessible Surface Area (GBSA)
parameterized with AMBER by Case and coworkers.29,36

The main difference between SGB and GB is that SGB
uses the surface integral rather than the volume integral
for the so-called “single energy term” (see below, Eq. 5). Of
course, the parametrizations in various GB models could
be very different too. Friesner et al.’s SGB model has been
parameterized with the OPLSAA force field to reproduce
the experimental solvation free energies for about 200
small organic molecules14,30; on the other hand, the GBSA
implemented in AMBER program by Case et al. is param-
eterized against the AMBER94 force field. The combina-
tion of GBSA with three different versions of the AMBER
force field will be explored here: AMBER94/GBSA, AM-
BER96/GBSA, and AMBER99/GBSA.

In typical GB models the total solvation free energy13,14

of a solute such as a protein is expressed as the sum of the
“reaction field energy” Urxn, and the “cavity energy” Ucav,
such that

UGB � Urxn � Ucav. (2)

The cavity energy Ucav is often estimated by the Solvent
Accessible Surface Area (SASA). Both SGB and GBSA
uses such a term for the cavity energy with the surface
tension coefficient about 5.0 cal/mol/Å2.14,36 The total
reaction field energy is also a sum of two terms (consult the
literature13,14 for more details), the so-called “single en-
ergy” Use and “pair energy” Upe,

Urxn � �
i

Use�qi, ri� � �
i � j

Upe�qi, qj, ri, rj�, (3)

where the single energy Use can be expressed as either a
volume integral as in the original GB model13 or a surface
integral as in the SGB model14:

Use
GB �

3
8


�1/�i � 1/�o� �
V

qk
2

�R 	 rk�4
d3R (4)

Use
SGB � �

1
8


�1/�i

� 1/�o� �
S

qk
2

�R 	 rk�4
�R 	 rk� � n(R) d2R, (5)

where rk is the position of charge qk and n(R) is the
surface normal, �i is the dielectric constant for the interior
of the solute (for proteins, it is typically about 1.0–4.0 in
SGB,14), and �o is the dielectric constant for outside water
(78.5). It can be easily proved with Green’s theorem that
the above two equations, Use

GB and Use
SGB, are equivalent.14

However, the volume integral scales as O(N) for each
atom, whereas the surface integral only scales as O(N2/3);
thus SGB scales more favorably for larger systems.14

The “pair energy”, i.e., the pairwise screened Coulomb
energy, on the other hand, is defined as

Upe � � �1/�i � 1/�o�
qiqj

�rij
2 � �ij

2 e � D , (6)

which is the same for both GB and SGB model.14 The
parameter �ij � ��i�j (�i and �j are the Born radius) and
parameter D � rij

2/(2�ij)
2.

RESULTS AND DISCUSSION

The �-hairpin under study here is taken from the C
terminus (Res. 41–56) of protein G (PDB 2gb1). The
16-residue �-hairpin is capped with the normal Ace and
Nme groups, resulting in a blocked peptide sequence of
Ace-GEWTYDDATKTFTVTE-Nme, with a total of 256
atoms. In the explicit solvent simulation, the solvated
system has 1361 water molecules (SPC water, with density
1.0 g/cm3) and 3 counterions (3 Na� ions) for neutralizing
the molecular system (total 4342 atoms) with periodic
boundary condition. In the continuum solvent models, no
water molecules or counter ions are included, so the total
system size is 256 atoms of the �-hairpin. A dielectric
constant of 1.0 was used in the explicit solvent model as
well as all the AMBER9x/GBSA models (default in
AMBER9x/GBSA models36), and a dielectric constant of
2.0 was used in the OPLSAA/SGB model (recommended by
the OPLSAA/SGB model14). It should be pointed out that
assigning dielectric constants in continuum solvent mod-
els for proteins can be very tricky.37,38 In this study, we
have tried dielectric constants of 1.0, 2.0, and 4.0 for the
solute in the OPLSAA/SGB model, and very similar free
energy contour maps were obtained.16 The OPLSAA/SPC
and OPLSAA/SGB simulations are carried out with IM-
PACT package,28,32 and AMBER9x/GBSA simulations are
carried out with AMBER package.17,19 A total of 64
replicas for the explicit solvent model and 18 replicas for
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the implicit solvent models are simulated with the same
temperatures range of 270 to 695 K. The explicit solvent
simulation needs more replicas because there are many
more atoms in the system, and the temperature gap in
REM scales like O(1/�N). Following a similar approach as
the previous explicit solvent simulation on this �-hair-
pin,23 we used the native structure from the C-terminus of
protein G (2gb1) as the initial starting point for equilibra-
tion. A standard protocol of 1000 steps of conjugate
gradient minimization followed by a 100-ps MD equilibra-
tion is performed for each replica. The final configurations
of each replica in the above equilibration process are then
used as the starting points for each replica. A total
production run of 3-ns MD in each replica is collected for
all models. The replica exchanges are attempted every 400
fs, and protein configurations are saved every 80 fs.

The optimal temperature distribution in REM should be
exponential, i.e., Tn � T0 exp(kn), where Tn is the nth
temperature and T0 and k are constants that can be easily
determined by running a few short trial simulations. In
the current explicit solvent simulation, the 64 replicas are
distributed at temperatures 270, 274, 278, . . . , 675, 685,
and 695 K, and in the implicit solvent simulation the 18
replicas were distributed at 270, 282, 295, . . . , 611, 649,
and 695 K. With these temperature distributions we
obtain an acceptance ratio of approximately 30–40% for
the adjacent replica exchanges in both explicit and implicit
solvent simulations. We observe that the “temperature
trajectory” for one replica visits all the temperatures many
times during the 3-ns MD run, and at a given temperature
all of the replicas are also visited many times during the
same MD run, indicating that our temperature series are
reasonably optimized. It should be pointed out that a 3-ns
MD might not be enough to fully equilibrate the system
particularly in the explicit solvent even with 64 REM
replicas (total about 200-ns MD). However, we did notice
that there are many tens of “transitions” (exchanges/
jumps) followed by extensive relaxation between various
free energy states (defined below). If there are only a few
transitions between free energy states, one might worry
about the noncomplete equilibration, here the many tens
of transitions indicate that a reasonable equilibration
might be achieved. Of course, a more rigorous proof will
need two or more simulations starting from different
configurations to see if they converge to the same result.
However, this is probably beyond the current capacity (the
3-ns MD with explicit solvent already takes about 1.5
months on 64 processors of IBM SP2 Power3-375MHz
clusters, or equivalently 8 processor-years).

The free energy landscape is determined by calculating
the normalized probability distribution function P(X) from
a histogram analysis on the conformations sampled.23

Because the potential of mean force (PMF) W(X), or
equivalently the free energy, is related to this probability
distribution function through the relation

P�X� � Z � 1exp� � �W�X��, (7)

where X is a specified set of reaction coordinates and Z is
the partition function, the relative free energy change

corresponding to a change in reaction coordinates can be
easily obtained from,

W�X2� � W�X1� � � kT ln
P�X2�

P�X1�
. (8)

In the previous preliminary work27 we determined the free
energy surfaces for the �-hairpin in explicit water for
various reaction coordinates,27 including the number of
�-strand hydrogen bonds, the hydrophobic core radius of
gyration, the fraction of native contacts, the radius gyra-
tion of the entire peptide, the principal components,39

RMSD, and found the number of �-strand hydrogen bonds,
NHB

� , and the hydrophobic core radius gyration, Rgcore, to
be very informative for this small �-hairpin. Thus we use
these two reaction coordinates to compare the free energy
contour maps for the explicit and the implicit solvent
models. The number of �-strand hydrogen bonds NHB

� is
defined as the number of backbone-backbone hydrogen
bonds excluding the two at the turn of the hairpin27 (total 5
such hydrogen bonds20,26,27). A hydrogen bond is counted
if the distance between two heavy atoms (N and O in this
case) is less than 3.5 Å and the angle NOH . . . O is larger
than 150.0 degree. The hydrophobic core radius gyration
Rgcore is the radius of gyration of the side-chain atoms on
the four hydrophobic residues, W43, Y45, F52, and V54. In
the following subsections, we also calculate the number of
residues in the �-sheet or �-helix format. This is done with
the program STRIDE40 downloaded from web http://
www.stride.org, which uses both hydrogen bond energies
and dihedral angles in assigning secondary structure to
each residue.40

Free Energy Landscape

We first compare the free energy landscapes from the
five force field/solvation models. Figure 1 shows the free
energy contour maps with the two reaction coordinates,
NHB

� and Rgcore. As shown previously,27 the explicit solvent
model OPLSAA/SPC in general agrees quite well with
experiment near room temperature; thus we use it as a
benchmark for comparisons with continuum solvent mod-
els. Because some of the preliminary results of OPLSAA/
SPC and OPLSAA/SGB models have been published,16,27

we will mainly focus on the AMBER9x/GBSA results, with
brief reviews on OPLSAA/SPC and OPLSAA/SGB for
completeness.

The free energy surface from OPLSAA/SPC reveals
several interesting features of this �-hairpin folding in
explicit water: (1) there are four states in this two reaction
coordinate representation at 310K: the native folded state
(F), the unfolded state (U), and two intermediates: a
“molten globule” state, called state H20,23,27 (hydrophobic
core formed but no beta strand H-bonds yet) and a
partially folded state (P); (2) the native state F has the
lowest free energy, i.e., the most heavily populated struc-
ture is the native structure; (3) the overall shape of the free
energy contour map is an “L” shape, which indicates the
folding process is driven by hydrophobic core collapse not
by hydrogen bond zipping, because otherwise a more
“diagonal” shape should be found.27 These findings are
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generally consistent with both experimental and theoreti-
cal results from others,8,10,20,22,23,26 but there are still
some differences. One important difference from experi-
ment is in the folding mechanism. Eaton and cowork-

ers10,11 developed a helix-coil-type model to provide a
structural interpretation for their equilibrium and kinetic
data from temperature jump and TRP fluorescence quench
experiments. The model suggests a mechanism in which

Fig. 1. Comparison of the free energy contour maps versus the number of beta strand H-bonds NHB
� and the

hydrophobic core radius gyration Rgcore, (a) OPLSAA/SPC, (b) OPLSAA/SGB, (c) AMBER94/GBSA, (d)
AMBER96/GBSA and (e) AMBER99/GBSA. A hydrogen bond is counted if the distance between two heavy
atoms (N and O in this case) is 3.5 Å and the angle N™H . . . O is �150.0°. The free energy is in units of kT,
and contours are spaced at intervals of 0.5 kT.

Fig. 2. Comparison of the most popular structures at the lowest free energy state for various models, (a)
OPLSAA/SPC, (b) OPLSAA/SGB, (c) AMBER94/GBSA, (d) AMBER96/GBSA, and (e) AMBER99/GBSA. The
hydrophobic residues (W43, Y45, F52, and V54) are represented by spacefill and charged residues (E42, D46,
D47, K50, and E56) are represented by sticks with positively charged residues colored blue and negatively
charged residues colored red, and the rest are represented by ribbons.
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folding is initiated at the turn and propagates toward the
tails by forming hydrogen bonds one by one (i.e., H-bond
zipping mechanism), so that the hydrophobic core, from
which most of the stabilization derives, form relatively late
in the process.22

Our simulation shows no evidence of this hydrogen-bond
driven model. Instead, our simulation supports a hydropho-
bic-core driven mechanism. This is also found by Pande et
al.20 using the CHARMM22 force field with explicit solvent
TIP3P water and Garcia et al.23 using AMBER94 force
field with TIP3P water. Of course, the free energy barrier
from state H to state P is very small, 0.8 kT (at 310 K,
this is about 0.48 kcal/mol). This implies the transition
from state H to state P and F is probably smooth at 310 K,
and the hydrogen bond zipping could occur nearly simulta-
neously with the hydrophobic core collapse as also sug-
gested by Thirumalai and coworkers.26

The free energy contour map from OPLSAA/SGB is
shown in Figure 1(b). The only difference between this
model and the above OPLSAA/SPC model is in solvation.
Surprisingly, the free energy contour map from OPLSAA/
SGB is quite different from that of OPLSAA/SPC: (1) the
native state (NHB � 4–5 and Rgcore � 5.8 Å) is no longer
the lowest free energy state in OPLSAA/SGB; (2) the most
heavily populated state, state H (named after OPLSAA/
SPC), has no meaningful �-strand hydrogen bonds (NHB �
0), and also it has a slightly higher radius of gyration for
the hydrophobic core, Rgcore � 7.0 Å (representative
structures will be shown in next subsection). It has about
2.92 kcal/mol (4.75 kT) lower free energy than the native
state. The lower free energy of state H will be shown to be
related to the fact that SGB overstablizes the salt bridges
between charged residues.

Figure 1 (c–e) shows the free energy contour maps for
AMBER9x/GBSA models. Interestingly, AMBER94/GBSA
and AMBER99/GBSA show very similar free energy con-
tour maps, even though AMBER9919 has all parameters
refit from AMBER9417 (in contrast, AMBER9618 has only
some backbone torsion parameters refit from AMBER94).
The AMBER94 force field by Cornell et al.17 is probably
still the most widely used version of the AMBER force
field. It is clear from Figure 1 (c,e) that (1) the native state
is again not the lowest free energy state in either AM-
BER94/GBSA or AMBER99/GBSA and (2) the lowest free
energy state, H state, has a much higher Rgcore, about 9.0
Å in AMBER94 and 8.1 Å in AMBER99/GBSA (for compari-
son, it is about 5.8 Å in OPLSAA/SPC and 7.0 Å in
OPLSAA/SGB). The H state also has about 2.95 and 2.60
kcal/mol (4.80 and 4.22 kT) lower free energy than the
corresponding native state in AMBER94/GBSA and AM-
BER99/GBSA, respectively. As will be shown later, the
larger core radius gyration is due to the fact that the
�-hairpin has been turned into an �-helix in both AM-
BER94/GBSA and AMBER99/GBSA. The overall shape of
the free energy contour map still remains an “L” shape;
however, because the lowest free energy state is no longer
the native state, the “folding mechanism” means some-
thing totally different now. It shows more of turning a
stretched chain or a folded �-hairpin into an �-helix by

making local backbone hydrogen bonds along the �-helix
axis.

On the other hand, AMBER96/GBSA surprisingly shows
a very similar free energy contour map as compared to the
explicit solvent model. The AMBER96 force field is a
derivative of the AMBER94 force field with the only
changes in the torsional parameters. This is the only
continuum solvent model examined here that mimics the
explicit solvent simulation, even though the �-hairpin
populations at low temperatures are not as good as the
explicit solvent model when compared with experiment;
for example, at 282 K the �-hairpin population from
estimation of the fraction of native contacts is 57% in
AMBER96/GBSA compared with 74% in OPLSAA/SPC
and �80% in experiment. Nevertheless, similar features
can be seen from the free energy contour maps of AM-
BER96/GBSA and OPLSAA/SPC: both show the native
folded state F having the lowest free energy; both show the
intermediate H state20,23,27 having a core radius gyration
�5.8 Å; and both show an “L” shape contour map. The
reason why AMBER96/GBSA works reasonable well com-
pared with the explicit solvent model and experiment, but
not AMBER94 or AMBER99, might be mainly due to the
backbone torsional parameters used in various AMBER
force fields. Both AMBER94 and AMBER99 seem to have
backbone � and � torsional parameters too favorable for
�-helix conformations. There might also exist an incorrect
balance between the gas phase force field parameters and
GBSA solvation parameters (more discussions below). Of
course, there are still some noticeable differences in con-
tour maps of AMBER96/GBSA and OPLSAA/SPC; for
example, the H state in AMBER96/GBSA has a signifi-
cantly lower free energy than OPLSAA/SPC. The free
energy difference between the H state and F state is only
about 0.16 kcal/mol (0.26 kT) in AMBER96/GBSA, whereas
it is �1.76 kcal/mol (2.89 kT) in OPLSAA/SPC. For compari-
son, this difference is 	2.92, 	2.95, and 	2.60 kcal/mol in
OPLSAA/SGB, AMBER94/GBSA, and AMBER99/GBSA,
respectively, where the H states have much lower free
energies than the native states. In addition, the free
energy barrier from the H state to F state increases from
about 0.8 kT in OPLSAA/SPC to about 4.4 kT in AMBER96/
GBSA, which means that the transition from H state to F
state will be much harder in AMBER96/GBSA. As will be
shown in next subsection, there are also slight differences
in the lowest free energy structures.

Lowest Free Energy Structure

In order to understand the free energy landscape and
folding mechanism better, we also examined the struc-
tures at the lowest free energy state carefully. The struc-
tures belonging to the free energy basins are partitioned
into clusters defined such that a structure belongs to a
cluster if it has an RMSD no larger than 1 Å from at least
one other structure in that cluster. This clustering algo-
rithm allows us to determine the unique structures in a
free energy basin and also the populations in each cluster
bin. Figure 2 shows the most populated structures from
the lowest free energy states of OPLSAA/SPC, OPLSAA/
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SGB, AMBER94/GBSA, AMBER96/GBSA, and AMBER99/
GBSA, respectively. The hydrophobic residues (W43, Y45,
F52, and V54) are represented by spacefill and charged
residues (E42, D46, D47, K50, and E56) are represented by
sticks with positively charged residues colored blue and
negatively charged residues colored red, and the rest are
represented by ribbons. The lowest free energy structure
in the explicit solvent model, OPLSAA/SPC, is basically
the native �-hairpin structure; thus again the focus will be
on structures from continuum solvent models. Figure 2(b)
shows the most popular structure of OPLSAA/SGB (from
state H). Two interesting observations emerge from the
comparison of this structure with the native structure: (1)
the hydrophobic residue F52 is expelled from the hydropho-
bic core in OPLSAA/SGB, while it is well packed with
other three hydrophobic residues (W43, Y45, V54) in the
explicit solvent model. In other words, all four hydrophobic
residues are well packed in the explicit solvent but in the
continuum solvent SGB, only three residues W43, Y45,
V54 are packed; (2) in the explicit solvent, the side chains
of charged residues extend completely into the solvent, i.e.,
are fully solvated; whereas in the continuum solvent SGB
model, the charged residues are clustered to form salt
bridges between opposite charges. For example, D46 and
D47 form two salt bridges with K50 near the �-hairpin
turn, and the C-terminal end residue E56 also swings
toward K50 in order to get closer to the positive charge.
The net effect of this salt bridge formation brings the
oppositely charged residues, two near the �-hairpin turn
(D46, D47) and one from the C-terminal end (E56) into
closer contact with residue K50, thereby expelling the
hydrophobic residue F52 (in the middle of the same
�-strand as K50) from the hydrophobic core. This suggests
that the balance between electrostatic interactions and the
hydrophobic interactions is no longer preserved in SGB.
The electrostatic interactions between the charged resi-
dues (salt bridges) overwhelm the hydrophobic interac-
tions between the four hydrophobic core residues.

Figure 2(c) shows the lowest free energy structure of
AMBER94/GBSA. The most astonishing observation is
that the �-hairpin has been turned into an �-helix. Obvi-
ously, the AMBER94 force field biases the structure to
form an �-helix. It has been previously reported that the
AMBER force field has a tendency to overestimate the
�-helix because of some backbone torsion parameters23,41;
for example, Garcia et al.23 found that there is �15–20%
�-helix from clustering for this same �-hairpin at 282 K
using AMBER94 and an explicit solvent model TIP3P.
However, what seems not previously known is that the
continuum solvent model GBSA dramatically enhances
this �-helix tendency. Following a similar approach as
Garcia et al.,23 the �-helix population is estimated to be
77% by clustering H state with (NHB

� , Rgcore) � (0.0 � 1.0,
9.0 � 1.0). Another method will be used in the following
subsection to estimate the �-helix population by directly
counting the �-helical residues, and the results are found
to be very similar. Second, the hydrophobic core is com-
pletely broken. The four hydrophobic residues, W43, Y45,
F52, and V54, are separated from each other in order to fit

in an �-helix. Another interesting observation is that even
though the salt-bridge effect is not as strong as in the
OPLSAA/SGB case, the charged sidechains still show a
tendency to get closer in order to have stronger electro-
static interactions; for example, residues K50 and D47
exhibits a clear salt bridge. This is found in all the three
AMBER9x/GBSA models as shown in Figure 2(c–e). The
overall salt bridge strength seems to be smaller though in
AMBER9x/GBSA compared with OPLSAA/SGB. The overly
strong salt-bridge effect in SGB might be related to the fact
that the van der Waals surface, but not the more rigorous
Connolly surface,42 was used in SGB model14 in the
surface integral for the single energy in Eq. 5. This will
make the loss in single energies not strong enough to
overcome the gain in Coulombic interactions when two
oppositely charged groups associate in SGB, because the
overlaps of the van der Waals surfaces are typically less
than the overlaps of the Connolly surfaces when two
charges approach each other. On the other hand, the less
serious salt-bridge effect in AMBER9x/GBSA models could
also be because the AMBER force fields have so strong
backbone torsional parameters that overrun the salt-
bridge effects. Garcia and coworkers have tried to turn off
some of these backbone torsions completely by setting
them to zero, the �-helix content does indeed decrease
significantly (personal communication).

The structure from AMBER99/GBSA shown in Figure
2(e) is very similar to that from AMBER94/GBSA dis-
cussed above, except that the �-helix turns are not as
elegant as those in AMBER94/GBSA (see more structures
below in Fig. 3). Similarly, the �-helix population is
estimated to be 61%, with the H state population cluster-
ing using (NHB

� , Rgcore) � (0.0 � 1.0, 8.1 � 1.0). Finally,
Figure 2(d) shows the most populated structure in AM-
BER96/GBSA, which is basically the same as the native
�-hairpin structure except that there is a salt bridge
between charged residues D47 and K50. Of course, the
four hydrophobic core residues are also not packed as well
as the native structure; for example, the hydrophobic
residues W43 and F52 are slightly unpacked compared
with the native structure. Nevertheless, this is the only
native-like structure found in the lowest free energy state
in all four continuum solvent models studied here.

Figure 3 shows a few other representative structures for
the three bad models, OPLSAA/SGB, AMBER94/GBSA,
and AMBER99/GBSA. These are the structures with high-
est populations from structure clustering analysis. Some
common features can be found among them: (1) no �-strand
hydrogen bonds exist; (2) the hydrophobic cores are all
destroyed in favor of either helical structures as in AM-
BER94/GBSA, and AMBER99/GBSA or overstablized salt-
bridged structures as in OPLSAA/SGB; (3) they all come
from the so-called H state.20,23,27 Interestingly, there is a
slight difference in the �-helix structures from AMBER94/
GBSA and AMBER99/GBSA. The AMBER94/GBSA struc-
tures show much better �-helices, whereas the �-helices in
AMBER99/GBSA structures are all somewhat distorted.
This reflects the effort made in AMBER99 as to fix the
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�-helix tendency problem, even though it is not very
successful as shown in this case.

Native Contacts

Another way to look at this free energy landscape is to
profile the conformational distribution with the fraction of
native contacts. Figure 4 shows the population histogram
at various fraction of native contacts for all the five models
at 310 K. In explicit solvent OPLSAA/SPC, the most
heavily populated state shows 70–80% of the native
contacts, whereas in the implicit solvent OPLSAA/SGB,
the most heavily populated H state, has only �30–40% of
the native contacts. The AMBER94/GBSA and AMBER99/
GBSA show an even smaller percentage of native contacts,
only 20–30%, in the most heavily populated H states.
Again, only the AMBER96/GBSA shows a good fraction of
native contacts at the most heavily populated state among
all implicit solvent models. The heavily populated decoy-
like structures shown in Figure 3 for OPLSAA/SGB,
AMBER94/GBSA, and AMBER99/GBSA are consistent
with this analysis. The number of native contacts formed
in the H states of OPLSAA/SGB, AMBER94/GBSA, and
AMBER99/GBSA are significantly less than those in the
native state. As mentioned earlier, for the OPLSAA/SGB
model, we have also tried other dielectric constants, such
as �i � 1.0 and 4.0, for the peptide, but the fraction of
native contacts in the most heavily populated states
hardly changes. It improves only slightly with a higher
dielectric constant, increasing 2–3% from �i � 2.0 to 4.0,
which is still way too low compared with the explicit
solvent model. This indicates that at least for SGB the
erroneous salt-bridge effect and the imbalance between
polar and nonpolar interactions in the implicit solvent

model are not eliminated. Thus, the problem cannot be
easily fixed by increasing the overall protein dielectric
constant, although it is possible that introduction of a
much larger dielectric screening of the charged residue
interactions alone might well do the trick. For the AM-
BER94/GBSA and AMBER99/GBSA cases, the problem is
worsen by the coupling of backbone torsion parameters,
which results in too much �-helical content.

�-Helix Content

Whether or not there exist significant intermediate
�-helical structures during the folding process is of great
interest and also under heavy debate recently. As men-
tioned earlier, Garcia et al.23 found that significant helical
content exists (15–20%) at low temperatures using the
AMBER94 force field with TIP3P explicit water and also
that these conformations are only slightly unfavorable
energetically with respect to hairpin formation at biologi-
cal temperatures. Pande et al.29 also found significant
helical intermediates at 300 K using OPLS united atom
force field with GBSA continuum solvent model. These
authors speculated that significant helical content was not
found in earlier simulations because of insufficient sam-
plings and not found in the experiment because of the
limited time resolution.21,23 However, we argue that the
significant �-helix content might be mainly due to the
artifacts of the protein force fields. Detailed analysis of the

Fig. 3. Other representative structures in the lowest free energy basin
(state H) in implicit solvent models OPLSAA/SGB, AMBER94/GBSA, and
AMBER99/GBSA. All of them show very different structures from the
native one. See text for more details.

Fig. 4. Comparison of the population histogram at various fraction of
native contacts for (a) OPLSAA/SPC, (b) OPLSAA/SGB, (c) AMBER94/
GBSA, (d) AMBER96/GBSA, and (e) AMBER99/GBSA. In the explicit
solvent model OPLSAA/SPC, the most heavily populated states have
�70–80% of native contacts, whereas in all implicit solvent models
except for AMBER96/GBSA, the most heavily populated states have
much less native contacts. The AMBER96/GBSA model shows a decent
population of native contacts.
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number of �-sheet and �-helix residues during the folding
process is performed with the program STRIDE40 for all
the five models.

Figure 5 shows the “trajectories” of the number of
�-helix residues (colored red) and �-sheet residues (colored
black) during the MD or HMC simulations. It is clear that
both OPLSAA/SPC and OPLSAA/SGB simulations show
very little �-helical content. The number of helical resi-
dues, including both �-helix and 310-helix, are �3. Also,
only 1–2% of the conformations show any helical content.
Furthermore, almost all of the helices we found are
310-helices near the original beta-turn (Residues 47–49).
Very few conformations are found to have helix residues in
places other than the original �-turn. All the other tempera-
tures examined from 270 to 695 K show similar results.
This minimal helix content is in contrast to recent results
of Garcia et al.23 and Pande et al.21 but seems to agree with
experiment better, because no evidence has been found in
experiment for the significant helical content.8–11 It is
interesting to notice that the �-helical contents from
OPLSAA/SGB agree very well with OPLSAA/SPC, even
though the free energy contour maps are quite different.
This, along with the following AMBER9x/GBSA results,
suggests that the helical content is mainly determined by
the protein force field, but not by the solvation model in
this case. This might make sense since helix formation is

Fig. 6. Comparison of the simulation results with NMR measurements
of NOE for various solvation models. (a) OPLSAA/SPC, (b) OPLSAA/
SGB, (c) AMBER94/GBSA, (d) AMBER96/GBSA, and (e) AMBER99/
GBSA. The distances are calculated by RAVG � �RHH

	6�	1/6 and averaged
over the entire ensemble obtained from the replica-exchange method at
310 K. The error bars correspond to the variance around RAVG. Three
horizontal lines at 3, 4, and 5 Å are drawn to indicate the upbound for
observing the strong, medium, and weak/very weak NOE signals. The
agreement with the NOE strength is indicated by color: red for not
observable in the NOE signal, black for observable in the NOE signal but
with a wrong strength, and green for observable in the NOE signal and
also with a correct strength.

Fig. 7. Comparison of the temperature dependence of the �-hairpin
population for various models. The �-hairpin population is estimated with
the average fraction of native contacts. The experimental results10 are
also shown in the inset for comparison.

Fig. 5. Number of residues in �-helix (red) and �-sheet (black) format
at various temperatures as determined by the program STRIDE,40 (a)
OPLSAA/SPC, (b) OPLSAA/SGB, (c) AMBER94/GBSA, (d) AMBER96/
GBSA, and (e) AMBER99/GBSA. Both AMBER94/GBSA and AMBER99/
GBSA show enormous �-helical content.

156 R. ZHOU



mainly driven by local hydrogen bonds (local in residue
sequence) and largely determined by torsional potentials;
although �-sheets involve global interactions (global in
residue sequence) and both hydrophobic interactions and
hydrogen bonds contribute. Thus, �-sheet formation might
be more influenced by solvation models, whereas the
formation of helices is largely determined by protein force
fields.

On the other hand, both AMBER94/GBSA and AM-
BER99/GBSA turned the �-hairpin into an �-helix, as
clearly shown in Figure 5(c,e). After some initial equilibra-
tion period, most of conformations show some �-helical
residues. If we count the peptide as an �-helix if �4
residues are in the helical format, the helix population is
85% in AMBER94/GBSA and 59% in AMBER99/GBSA,
generally consistent with the earlier estimates with the H
state populations. Meanwhile, only very few residues were
found to be in the �-sheet format in both AMBER94/GBSA
and AMBER99/GBSA. These findings differ significantly
from the results of OPLSAA/SPC and OPLSAA/SGB simu-
lations. As speculated earlier,16 this suggests that the
helical content is mainly determined by the protein force
field and less by the solvation model. Of course, it seems
that the continuum solvent model makes it easier for the
peptide to be in the �-helical format, because the corre-
sponding explicit solvent simulation by Garcia et al. using
AMBER94 and a TIP3P water model shows much less
�-helical content. The reason for a greater �-helix ten-
dency could be that the continuum solvent model GBSA
further lowers the energy of the �-helical format relative to
the �-hairpin format by overestimating the GB single
energies (cf. Eq. 5) for partial charges because they are less
overlapped in �-helix format than the �-sheet format.
Further investigation might be worthwhile here. Overall,
the large helical content in AMBER94 and AMBER99
force fields must be related to the artifacts of AMBER force
fields as found previously as well.23,41

Interestingly, AMBER96/GBSA seems to have this prob-
lem fixed. Similar to OPLSAA/SPC, the number of helical
residues, including both the �-helix and the 310-helix, is
typically �3, and only 1% of the conformations exhibit
helical content at 310 K. Thus, AMBER96/GBSA gives
quite reasonable results on the �-helical content compared
with explicit solvent simulation and experiment, and the
problem of overestimation of the �-helix seems to have
been fixed in AMBER96. It is worth noting, however, that
in a very recent study43 the AMBER96/GBSA fails to form
an �-helix for a designed 20-residue mini-protein, called
Trp-cage mini-protein.44 The Trp-cage mini-protein has a
short �-helix in residues 2–9 and a 310-helix in residues
10–12, which form a Trp-cage for residue Trp6 along with
the rest of the mini-protein.44 The AMBER96/GBSA does
not form the �-helix,43 whereas both AMBER94/GBSA and
AMBER99/GBSA successfully formed this helix and also
folded this mini-protein into a very reasonable struc-
ture43,45 (OPLS/GBSA also folded this mini-protein to a
reasonable structure by Pande et al.46). Thus, it seems
that AMBER96 might have overcorrected the alpha helix
tendency problem and will miss real alpha helices in some

other proteins. Another evidence is that Garcia et al.47

found that AMBER96 also fails to form an �-helix for the
alanine-rich peptide Ace–A5(AAARA)3–NMe with explicit
solvent TIP3P; on the other hand, the AMBER94 (with
TIP3P water) predicts too much �-helical content for the
same peptide, and a modified AMBER94 with torsion
parameters for � and � set to zero gives a much better
agreement with experiment.47 This indicates further opti-
mizations of AMBER torsional parameters might be still
needed to resolve this �-helix vs. �-sheet balance problem.
Garcia et al.’s modification might serve as a bare potential
that can be further optimized by perturbation.47

NOE Comparison

There are NOE measurements available for this �-hair-
pin alone in solution, and it is of interest to compare
simulation results directly to the raw experimental data.
The NMR experiment results are from Serrano group.8,9

The NMR measurements provided a set of NOE con-
straints that the �-hairpin structure must satisfy. There
are 35 unambiguous NOE proton pairs seen in NMR
experiment (Fig. 2 in Ref. 8) with also the NOE strengths
measured (s, strong; m, medium; w, weak; vw, very weak):
1. H�-NH E42 (w); 2. H�-NH T44 (w); 3. H�-NH Y45 (w); 4.
H�-NH D46 (w); 5. H�-NH D47 (m); 6. H�-NH A48 (m); 7.
H�-NH T49 (m); 8. H�-NH K50 (m); 9. H�-NH T55 (w); 10.
H�-NH E56 (w); 11. H� G41-NH E42 (m); 12. H� E42-NH
W43 (s); 13. H� T44-NH Y45 (m); 14. H� Y45-NH D46 (s);
15. H� D46-NH D47 (s); 16. H� D47-NH A48 (m); 17. H�

A48-NH T49 (m); 18. H� T49-NH K50 (m); 19. H� T51-NH
F52 (m); 20. H� T53-NH V54 (s); 21. H� V54-NH T55 (s);
22. H� T55-NH E56 (s); 23.NH Y45-NH D46 (vw); 24. NH
D46-NH D47 (vw); 25. NH D47-NH A48 (m); 26. NH
A48-NH T49 (m); 27. NH T49-NH K50 (m); 28. NH
K50-NH T51 (w); 29. NH T55-NH E56 (vw); 30. H� Y45-H�

F52 (vw); 31. H� W43-H� V54 (vw); 32. H� K50-3H Y45
(vw); 33. H� Y45-2H F52 (vw); 34. H� Y45-5H F52 (vw); 35.
H� W43-4H F52 (vw). The question we try to address here
is whether or not the calculated proton pair distances fall
within the distance range of typical NOEs of the experimen-
tally observed strength (2–3 Å for strong, 2–4 Å for
medium, and 2–5 Å for weak and very weak NOEs). Figure
6 compares the calculated distances with the NOEs seen
experimentally for all the five models. The distances are
calculated by RAVG � �RHH

	6 �	1/6 and averaged over the
entire ensemble obtained from the replica-exchange method
at 310 K. The error bars correspond to the variance around
RAVG. Three horizontal lines at 3, 4, and 5 Å are drawn to
indicate the upbound for observing the strong, medium
and weak/very weak NOE signals. The agreement with the
NOE strength is also indicated by color in the figure
following Pande et al.’s notation,21 red for not observable
in the NOE signal, black for observable in the NOE signal
but with a wrong strength, and green for observable in the
NOE signal and also with a correct strength. The NOE
pairs 1–29 are proton pairs within the same residue or
neighbor residues. Except for some mismatches for strong
NOE signals in AMBER94/GBSA and AMBER99/GBSA,
these 1–29 pairs are all visible in NOE signal in all five
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models, as shown in Figure 6. The NOE pairs 30–35 are for
protons in residues separated by many residues, which
provides the real structural information for the folded
�-hairpin. Both OPLSAA/SPC and AMBER96/GBSA pre-
dict these 6 proton pairs within or very close to 5 Å, except
for pair 34, H� Y45-5H F52, in AMBER96/GBSA, which
shows a 6.3 � 2.8 Å distance. This is consistent with the
earlier finding that the hydrophobic core packing in the
most populated structure of AMBER96/GBSA is not as
good as the native structure. Although the other three
models, OPLSAA/SGB, AMBER94/GBSA, AMBER99/
GBSA, all show many pairs having distances much larger
than 5 Å, which are beyond the NOE signal observation
range. Particularly, the OPLSAA/SGB model shows a
distance of 13.8 � 2.9 Å for pair 35, H� W43-4H F52 (not
shown in Fig. 6 because it is off the scale of graph). This is
related to the fact that the most populated structure in
OPLSAA/SGB has the residue F52 expelled from the
hydrophobic core. Pande et al.21 also calculated these NOE
distances using their folded ensembles from many short
kinetics runs. The calculations were done using a 1-ns
window after the �-hairpin is “folded.” Even though we can
not check the salt bridges in these “folded structures” from
the data reported in the article,21 it seems the agreement
with NMR experiment for pairs 30–35 are not that good
because most pairs show much larger distances than 5 Å,
even though these are “folded ensemble structures” (Fig. 9
in Pande et al.21). These pair distances in their figure look
very similar to those shown in our Figure 6(c,e) for
AMBER94/GBSA and AMBER99/GBSA. If Pande et al.
had used the entire ensemble, the results would be even
worse. However, as we already know that the lowest free
energy structures from AMBER94/GBSA and AMBER99/
GBSA are very bad. Of course, Pande et al.21 are mainly
interested in the folding kinetics of the �-hairpin. As long
as these short kinetics runs pass the initial lag phases into
a single exponential region, the approach works fine.48 The
“folded structure” is used as an indicator to show the
protein has been “folded” in these short kinetics runs21;
thus, they may stop once a folded structure is found or the
MD run is terminated. This is slightly different from the
thermodynamics we are trying to address here. The not so
good structures in Pande et al.’s simulation should be
related to the continuum solvent model GBSA, as the
authors also pointed out. It was found that the C� protons
between the hydrophobic core residues were particularly
troublesome.21 The strands of the folded hairpin are
slightly out of plane, which results in a higher than
expected separation between the C� protons of the core
residues. As mentioned above, if the entire ensemble had
been used, the OPLS/GBSA results by Pande et al.21 would
be even worse, but we think the entire ensemble should be
used, because the NMR experiment also “measures” the
entire ensemble.

Temperature Dependence

Even though the explicit solvent OPLSAA/SPC model
gives very reasonable results at low temperatures, the
temperature dependence is not quite correct. The �-hair-

pin populations at higher temperatures are way too high,
and the folding transition temperature is also way too
high. This is found to be true with CHARMM and AMBER
force fields as well with explicit solvent models.27 This
should not be too surprising given that most of the modern
force fields are parameterized at room temperature. Never-
theless, we include the temperature dependence data here
for all five models for completeness and also more impor-
tantly, to provide data for force field developers to improve
the models.

The �-hairpin populations at various temperatures are
calculated with the average fraction of native contacts and
the results are compared with the experimental popula-
tions from the TRP fluorescence yield measurements.10

Thirumalai et al.26 have used the average fraction of
native contacts to estimate the �-hairpin population, and
here we follow the same approach. Figure 7 shows the
comparison of the �-hairpin populations at various tem-
peratures for the five different models. The experimental
populations are shown in the inset for comparison. The
fluorescence yield experiment shows a �-hairpin popula-
tion of �80% at a low temperature of 282 K, whereas the
calculation shows a 74% population for OPLSAA/SPC,
43% for OPLSAA/SGB, 31% for AMBER94/GBSA, 57% for
AMBER96/GBSA, 57% for AMBER96/GBSA, and 28% for
AMBER99/GBSA. As expected, the �-hairpin population is
seriously underestimated in all the implicit solvent models
except AMBER96/GBSA, where it shows a decent 57% at
282 K. Although the explicit solvent model simulation
predicts populations in reasonable agreement with experi-
ment near the biological temperatures, it overestimates
populations at higher temperatures.27 The folding transi-
tion temperature is estimated to be about 470 K for
OPLSAA/SPC, and 430 K for AMBER96/GBSA. Both are
too high compared with the experiment. The transition
temperatures for OPLSAA/SGB, AMBER94/GBSA, and
AMBER99/GBSA are not very meaningful because there
are no meaningful decays in the �-hairpin population with
temperature. It should be pointed out that the population
at very high temperatures, such as above 500 K, are not
zero, particularly in OPLSAA/SPC case. This is because of
the way the population is calculated.26 Even at very high
temperatures, the unfolded hairpin structures still have
some native contacts locally (native contact defined as
C�–C� distance  6.5 Å26 for nonadjacent residues). The
higher populations in OPLSAA/SPC at high temperatures
are also partly because the NVT ensemble used. The
volume will increase at higher temperatures, which typi-
cally favors the unfolding. This will decrease the �-hairpin
population at higher temperatures, but the populations
near room temperature, which we care most, should not be
affected much (preliminary NPT simulations support this,
data not shown). As stated earlier, we listed these results
here not for head-to-head comparisons with experiments
because we should not expect them to be perfect at higher
temperatures, but rather for force field developers to use
these data to improve the parameters to include some kind
of temperature dependence in the future.
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Finally, let’s briefly discuss the possible fixes. First, one
might expect that the erroneous formation of salt bridges
in continuum solvent models, particularly in OPLSAA/
SGB, is probably exacerbated by the fact that counter ions
are not included in implicit solvent models. In explicit
solvent simulations, there are three counter ions (3 Na�),
which will somewhat neutralize the negatively charged
residues (E42, D46, D47, and E56), so that these negative
charges may be partially screened, thus reducing the
direct electrostatic interactions that would lead to a salt
bridge. However, we think this is probably a small effect
because the Na� are free ions in solution. It should be
pointed out that such salt effects can be explicitly included
in the Poisson-Boltzmann equations,49 but are not easily
to be formulated rigorously in GB-type models. Thus the
fix has to be either included as a Debye-Huckel screening
term in the pair-energy as used by Case et al.29 or
implicitly included in other parameters such as atomic
radii for charged ions like NH3� and COO	 as used by
Friesner et al.14 Second, and more importantly, in the
continuum solvent models the charged groups might not
be screened enough. These charged groups interact with
each other through the GB pair-energy (Eq. 6) and the
normal pairwise Coulombic interaction as well as implic-
itly through the GB single energy (Eq. 5), which of course
is mainly for the interaction between the charges and the
surrounding water.

A small solute dielectric constant (1.0–4.0 by Friesner et
al.14 and Case et al.29) will typically result in a large polar
electrostatic energy for proteins (or so-called reaction field
energy,14 which includes both the single and pair ener-
gies), which the charged residues normally contribute
most. This large polar electrostatic energy can easily
overrun the nonpolar cavity energy, which is typically
estimated from the solvent accessible surface area and is
independent of the dielectric constant. The salt-bridge
effect is thus largely due to the imbalance of these two
polar and nonpolar energy terms. It is also found that in
SGB the gain of the pairwise electrostatic energies when
two charge groups approach each other is not offset enough
by the loss of the single energies, which amplifies the
salt-bridge effects. Thus it seems more favorable for oppo-
sitely charged residues to come close together instead of
being hydrated as they would be in explicit water. One way
to fix this is to invoke a stronger dielectric screening (a
much larger dielectric constant) for charged residues as
suggested by Warshel et al. in another context.50 There is
some experimental evidence for this too.38 Another pos-
sible approach to fix this problem is to introduce a penalty
function between oppositely charged residues as was sug-
gested by Jacobson and Friesner in connection with their
loop geometry optimizations (personal communication). Of
course the introduction of a larger dielectric constant for
charged residues similarly gives rise to a penalty, albeit a
different one than that introduced by Jacobsen and
Friesner. Some initial testing of the penalty function
indicates that it partially fixes the problem. We will
address this question in more detail in a separate publica-
tion because it involves a complete refitting of the model.

Finally, the AMBER9x/GBSA results clearly indicate
that the implicit solvent model parameters, such as atomic
radii, are strongly coupled with the gas phase force field
parameters, such as the backbone torsional parameters.
An appropriate balance is needed between these two in
order to have an accurate model. It seems that the new
AMBER99 force field still does not completely fix the
infamous �-helix overestimation problem. There will be an
even newer model AMBER02, param 2002, coming out
with polarizability. We are going to test it once it is fully
published. We have noticed that Garcia et al.47 have
modified the AMBER94 force field when studying the
analinerich peptides Ace–Ala21–NMe and Ace–
A5(AAARA)3A–NMe. The torsion parameters for � and �
were set to zero. The modified AMBER94 gives a much
better agreement with experiment in the �-helical con-
tent.47 This modification might also serve as a starting
point for further optimization.47

CONCLUSION

The free energy landscapes of a �-hairpin folding in
water using both explicit and implicit solvent models are
studied in this article. Five different models are explored:
the explicit solvent model: OPLSAA/SPC, and implicit
solvent models: OPLSAA/SGB, AMBER94/GBSA, AM-
BER96/GBSA, and AMBER99/GBSA. A highly parallel
replica exchange method consisting of 64 and 18 replicas
for explicit and implicit solvent models, respectively, has
been used with temperature spanning from 270 to 695 K.
The major conclusions are summarized in the following.

Surprisingly, the free energy landscapes of the implicit
solvent models are quite different from that of the explicit
solvent model, except for AMBER96/GBSA. Only AM-
BER96/GBSA gives a somewhat reasonable free energy
contour map when compared with the explicit solvent
model. All the other models, OPLSAA/SGB, AMBER94/
GBSA, and AMBER99/GBSA give significantly deviant
free energy contour maps. Even though we can not extrapo-
late the exact free energy contour map from the limited
experimental data, we have some evidence that the ex-
plicit solvent model gives a reasonable free energy contour
map near biological temperature, for example, it predicts
the correct native structure; it gives a reasonable popula-
tion at low temperatures; it agrees with experiment on
�-helical content; and it reproduces all NOEs from NMR
experiment. On the other hand, those bad implicit solvent
models, OPLSAA/SGB, AMBER94/GBSA and AMBER99/
GBSA all show heavily overweighted non-native states
and predict non-native structures to be the lowest free
energy structures. The clustering analysis of the most
heavily populated states reveals more details about the
problems in implicit solvent models. All implicit solvent
models show erroneous salt-bridge effects, particularly in
SGB, where the overly strong salt bridges between charged
residues amplify the imbalance between the polar electro-
static interaction and the non-polar hydrophobic interac-
tion, and result in a most heavily populated structure with
one hydrophobic residue F52 expelled from the hydropho-
bic core. In GBSA models with AMBER94 and AMBER99,
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the implicit solvent model dramatically increases the
�-helical content, �70–80% in AMBER94 and 60% in
AMBER99, which is much larger than the 15–20% of
�-helical content found previously by Garcia et al. with
AMBER94 and an explicit solvent model TIP3P. This
indicates that GBSA greatly enhances the �-helix ten-
dency in AMBER force fields. It is also found that the
presence or absence of helical content seems to be mainly
determined by the protein force fields, but not by solvation
models. Furthermore, the �-hairpin population is underes-
timated in all implicit solvent models at low temperatures;
for example, at 282K it is estimated to be only 43% in
OPLSAA/SGB, 31% in AMBER94/GBSA, 57% in AM-
BER96/GBSA, and 27% in AMBER99/GBSA, compared
with 74% in the explicit solvent OPLSAA/SPC and about
80% in experiment.

These results indicate that people should be cautious
when applying these GB-type continuum solvent models to
large-scale protein-folding simulations, even though they
are very successful in many fields, such as surface electro-
static potentials, solvation free energies, and ligand-
receptor bindings.29–31 The balance between the polar
electrostatic and nonpolar cavity interaction might not be
well preserved for charged systems when large conforma-
tional changes are involved such as protein folding. This
imbalance between polar and nonpolar terms in implicit
solvent models might be also related to the recent findings
of the absence of the desolvation free energy barriers in
implicit solvent models, such as GB and EEF1.51–53 We
have suggested several possible fixes for this problem, and
work has been initiated along some of these lines.
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